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ABSTRACT
In this paper, we introduce SMorph, a new methodology for combinatorial optimization that works in the instance space of the problem at hand. Indeed, given the problem instance to solve, SMorph builds a simplified instance whose optimum is easy to locate, then it iteratively evolves this instance towards the target one by alternating two steps: optimization and smooth transformation of the current instance. The knowledge acquired in each iteration is transferred to next one, while the entire process is designed with the aim of improving the last optimization step. Although the abstract search scheme of SMorph is general enough to be instantiated for a variety of combinatorial optimization problems, here we present an implementation for the well-known Linear Ordering Problem (LOP). Experiments have been conducted on a set of commonly adopted benchmark instances of the LOP, and the results validate the proposed approach.
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1 INTRODUCTION
Combinatorial Optimization Problems (COPs) are a class of challenging computational problems that involve finding the best possible solution among a vast number of feasible solutions. COPs arise in various real-world scenarios, such as resource allocation [15], scheduling [8], routing [10], and network design [7]. The quest to efficiently solve these problems has led to the development of powerful algorithms and a variety of theoretical results [22].

However, the vast majority of the COPs of practical interest are NP-hard, so heuristic and metaheuristic approaches have been increasingly proposed in order to overcome the theoretical limitations in finding the optimal solution [6, 18]. These heuristic and metaheuristic approaches, while not guaranteeing optimality, excel in finding good enough solutions within a reasonable time frame, making them indispensable tools for addressing complex COPs in practical applications. Among them, the most popular and prominent examples are: algorithms based on local search techniques (such as [16] and [12]), evolutionary algorithms (such as [20] and [23]), swarm intelligence algorithms (such as [9] and [24]), and model-based gradient search schemes (such as [5] and [21]).

Here, we propose a general heuristic method, called SMorph, for tackling COPs. Given a COP and an instance to solve, SMorph builds a succession of instances such that: the first one is easy to solve to optimality, the last one is the target instance, and the i-th instance is somehow contained in the (i + 1)-th instance of the succession. Then, a metaheuristic algorithm, such that the output of one execution can be fed as input to another execution, is used to iteratively solve all the instances in the succession.

In order to get advantage from this process, we need to impose two conditions: (i) the succession of intermediate instances has to be generated in such a way that the transition from the initial instance to the target instance is smooth enough in terms of morphological transformations of the fitness landscape navigated by the optimization algorithm, and (ii) the information transferred by the metaheuristic algorithm from one execution to the next should be meaningful for the whole optimization procedure.

Though being a general and abstract scheme which can be used to handle a variety of COPs, to illustrate the main concepts, we provide a concrete implementation of SMorph for the Linear Ordering Problem (LOP) [4, 26]. Moreover, We are also paving the way for a variety of different research avenues, of which this paper should be seen as a preliminary work. In fact, it is important to clearly state from the beginning that our goal here is not at all that of beating performances, it cannot compete with the best algorithms. However, it is in our view a useful algorithm for understanding the relationships between problem instances and their fitness landscapes.

To the best of our knowledge, SMorph is a novel approach for combinatorial optimization, but there are some previous works that can be seen as being correlated to some extent to the ideas herein. In particular, it is conceptually partly inspired by the Adiabatic Quantum Computing (AQC) [1] approach in which an initial spin-glass Hamiltonian in its known ground state is slowly evolved into a final Hamiltonian whose ground state contains the solution to the problem.

There are also some commonalities with dynamic programming and divide-et-impera approaches to optimization, which break down the original problem into smaller and simpler sub-problems. Some similarities can also be found with the CMSA approach [3]
which iteratively solves a series of sub-instances obtained from the
tackled problem instance.

The rest of the paper is organized as follows. An abstract and
general scheme of SMorph is introduced in Sect. 2. Sect. 3 describes
the LOP, while Sect. 4 introduces a concrete implementation of
SMorph for the LOP. Experiments on commonly adopted bench-
mark instances for the LOP are described and discussed in Sect. 5,
while conclusion and future lines of research are depicted in Sect. 6.

2 ABSTRACT SCHEME OF SMORPH

In this section we introduce the general scheme of SMorph that, in
principle, can be defined and implemented for any COP.

First of all, we denote a COP as a triple \((\mathcal{I}, \mathcal{S}, f)\) where: \(\mathcal{I}\) is the
set of the instances, \(\mathcal{S}\) is the set of feasible solutions (or solution
space), and \(f : \mathcal{S} \times \mathcal{I} \rightarrow \mathbb{R}\) is the objective function to optimize. As
an example, in the well-known Traveling Salesman Problem (TSP):
instances are distance matrices among a set of cities, solutions are
tours among all the cities, while the objective function is the sum
of the distances between adjacent cities in a tour.

Moreover, we are interested in trajectory-based iterative optimiza-
tion methods, i.e., those algorithms of the form \(\mathcal{A} : \mathcal{I} \times \mathcal{S} \rightarrow \mathcal{S}\)
that, by taking as inputs both a problem instance \(i \in \mathcal{I}\) and a
seed solution \(s_0 \in \mathcal{S}\), return a solution \(s^* \in \mathcal{S}\) whose objective
value \(f(s^*; i)\) is hopefully optimal or, anyway, good enough. Typical
examples of such a kind of algorithms are the Iterated Local
Search [16] and the Tabu Search [12].

Given a COP \((\mathcal{I}, \mathcal{S}, f)\) and a particular target instance \(i_0 \in \mathcal{I}\), the
SMorph method is a meta-scheme that uses a trajectory-based
iterative optimization algorithm \(\mathcal{A}\) to find the solution \(s^* \in \mathcal{S}\)
whose objective value \(f(s^*; i)\) is hopefully optimal. The pseudocode
of SMorph is depicted in Alg. 1.

Algorithm 1 Abstract scheme of SMorph

\begin{align*}
1: & \quad i_0 \leftarrow \mathcal{P}(i) \quad \triangleright \text{Generate an easy to solve initial instance} \\
2: & \quad s_0 \leftarrow \text{optimal or good enough solution of } i_0 \\
3: & \quad k \leftarrow 0 \\
4: & \quad \text{while } i_k \neq i_0 \text{ do} \quad \triangleright \text{Loop until the current instance is the target one} \\
5: & \quad k \leftarrow k + 1 \\
6: & \quad i_k \leftarrow \mathcal{T}(i_{k-1}, s_{k-1}, i) \quad \triangleright \text{Transform the current instance into a new one} \\
7: & \quad s_k \leftarrow \mathcal{A}(i_k, s_{k-1}) \quad \triangleright \text{Optimize the new instance} \\
8: & \quad \text{end while} \\
9: & \quad \text{return } s_k \quad \triangleright \text{Return the solution found for the target instance}
\end{align*}

By observing Alg. 1, it is possible to identify two crucial com-
ponents of SMorph: the preparation function \(\mathcal{P}\) and the transform-
ation function \(\mathcal{T}\). The function \(\mathcal{P}\) generates an initial instance \(i_0\)
by simplifying the target instance \(i\) (line 1) in a way that makes
computationally easy to obtain its optimal solution (line 2). Then,
the iterative loop in lines 4–8 transforms the current instance \(i_k\)
gradually bringing it closer to the target instance \(i\) (line 6) and,
before advancing to the next iteration, it optimizes the updated
instance by executing the algorithm \(\mathcal{A}\) seeded with the optimal
solution from the previous iteration (line 7). The loop terminates as
soon as the current instance matches the target one (line 4). This
means that the last execution of \(\mathcal{A}\) was run on the target instance \(i\).
Therefore, the last obtained solution is returned in line 9. Depend-
ing on how \(\mathcal{A}, \mathcal{P}\), and \(\mathcal{T}\) are implemented, the returned solution
may not necessarily be optimal, but hopefully sufficiently good, for
the target instance \(i\).

The rationale of SMorph is to alternate between a morphological
transformation of the search landscape and the execution of an op-
timization algorithm. Intuitively, the morphological transformation
should be guided towards the target landscape and be sufficiently
smooth to ensure that the solution found in iteration \(k - 1\) serves as
a good starting point for the optimization step in iteration \(k\). Under
these hypotheses, if an optimal solution for the initial instance is
known, the whole process should converge towards a good solution
for the target instance.

Below, we formalize the properties that \(\mathcal{P}\) and \(\mathcal{T}\) must satisfy
in order to ensure the correctness of the SMorph scheme. Then, the
section is closed by some final observations.

2.1 Preparation function

The preparation function has the form \(\mathcal{P} : \mathcal{I} \rightarrow \mathcal{I}\) and its purpose is
to simplify the given target instance \(i\) into an instance \(i_0 = \mathcal{P}(i)\)
that is easier to solve. While it is possible to first build \(i_0\) and then
obtain its optimum (or a good enough solution) by using any
optimization algorithm, the opposite process can be more efficient
and more effective. Indeed, often it is possible to proceed by first
choosing an arbitrary solution \(s_0 \in \mathcal{S}\), then construct an instance
\(i_0\) related to \(i\) and such that \(s_0\) is (provably) its global optimum.

As an example, consider a MAX-TSP instance represented by a
distance matrix \(D\). After choosing a tour \(x_0\) arbitrarily, it is straight-
forward to create a new distance matrix \(D_0\) that maintains the same
values as in \(D\) for the entries corresponding to adjacent cities in \(x_0\),
while all the other entries are set to zero. By design, \(x_0\) is a global
optimum of the MAX-TSP instance \(D_0\). Indeed, the objective value
of \(x_0\) is equivalent to the sum of all the distances in \(D_0\), a clear
upper bound for the optimal value of this MAX-TSP instance.

2.2 Transformation function

The purpose of the transformation function \(\mathcal{T}\) is to generate a new
instance \(i_k = \mathcal{T}(i_{k-1}, s_{k-1}, i)\) by taking as inputs: the previous
instance \(i_{k-1}\), its solution \(s_{k-1}\), and the target instance \(i\).

We require that: (i) \(i_k\) should be closer than \(i_{k-1}\) to \(i\); (ii) \(i_k\) should
be chosen as the smoothest instance, within a region of the space
surrounding \(s_{k-1}\), among all the candidate instances.

The first property can be formalized by relying on a distance
function \(d\) associated to the instance space \(I\). Usually, there exist
natural choices for such a distance. As an example, MAX-TSP in-
stances are matrices, thus any distance induced by a matrix p-norm
can be considered for the case.

Given \(i, i_{k-1}\), and \(i_k = \mathcal{T}(i_{k-1}, s_{k-1}, i)\), on the basis of the
clothed distance \(d\), we require that

\[d(i_k, I) = d(i_{k-1}, I) - \delta_k, \text{ with } \delta_k > 0.\] (1)

Moreover, by also indicating with \(i_{k-1}\) the last instance produced in
the transformation loop, it is required that \(d(i_N, I) = 0\). In other
terms, by denoting with \(d_k = d(i_k, I)\), the requirement is that
\(d_0, d_1, \ldots, d_N\) is a decreasing succession of numbers, with \(d_N = 0\).
The step-length \(\delta_k\) needs to be chosen in the design of \(\mathcal{T}\). A simple

\[\text{MAX-TSP is the maximization variant of the TSP (which is a minimization problem).}\]

In this example we use MAX-TSP in place of the more common TSP just to simplify
the mathematical notation. Indeed, the same findings can be adapted to the TSP as
well.
choice is to first decide the total number of iterations $N$, then set
\[
\delta_k = d(l_0, I)/N, \quad \text{for } k = 1, \ldots, N.
\]

The second property is related to the smoothness of the new instance, calculated on a region of the space surrounding the solution found in the previous iteration of SMorph. In order to formalize this property we can consider a smoothness function \( s : I \times S \to \mathbb{R} \) that, by taking as inputs a candidate instance \( J \in \mathbb{I} \) and a solution \( x \in \mathbb{S} \), returns a number \( s(J, x) \) that measures how smooth \( J \) is in the vicinity of \( x \). A possible choice for \( s \) is to consider the random walk correlation function defined as in [28], but having the foresight to start the random walks from \( x \). This example is probably not efficient enough for practical scenarios, so a problem-dependent smoothness function may be more appropriate. Moreover, it is important to note that, for \( s \) to be well-defined, a neighborhood relation on the solution space \( \mathbb{S} \) is necessary. However, this is quite natural for many COPs. For instance, in the MAX-TSP, the well-known 2-OPT neighborhood [13] can be considered for the case.

Therefore, given \( I, I_{k-1}, \) and \( I_k = \mathcal{T}(I_{k-1}, x_{k-1}, I) \), on the basis of the chosen smoothness function \( s \), we require that
\[
I_k = \arg \max_{J \in \mathcal{J}} s(J, x_{k-1}),
\]
where \( \mathcal{J} = \{ J : d(I, J) = d(I_{k-1}, I) - \delta_k \} \), i.e., it is the subset of instances satisfying the distance property given in Eq. (1).

In summary, the definition of a concrete transformation function requires the specification of a distance function for the instance space, a step-length, and a smoothness function. The distance function and the step-length are used to identify a candidate set of instances, while the smoothness function allows to select the smoothest instance among the candidates.

2.3 Observations

The effectiveness (i.e., the quality of returned solution) and the efficiency (i.e., the computational effort required) of SMorph depends on how \( \mathcal{P} \) and \( \mathcal{T} \) are designed.

For the preparation function, it is evident that the closer is the initial instance to the target one, the better it is, but more challenging will be to obtain its global optimum. However, it is worthwhile to note that, in the cases where the initial instance can be derived after arbitrarily choosing its true global optimum (as in the MAX-TSP example provided before), it is always preferable to choose a solution which is as close as possible to the global optimum of the target instance. For instance, in the MAX-TSP example, it is easy to see that an initial instance is closer to the target one, in terms of Euclidean distance, when the solution used to generate such instance has a larger objective value. Therefore, one possibility is to generate the initial solution – then, the initial instance – by executing a constructive heuristic on the target instance.

Regarding the transformation function, its design impacts both the efficiency and effectiveness of SMorph. The larger are the step-lengths (i.e., the \( \delta_k \) values), the fewer iterations in the main loop of Alg. 1 may be required. On the other hand, smaller step-lengths are likely to produce smoother instances in the candidate set of Eq. (2), thus resulting in smoother morphological transformations of the instances. Clearly, a smooth transformation helps the next optimization step because: the smoother is the transformation, the more likely it is that the optimum of the new instance is close to the optimum of the previous instance, i.e., the starting point for the optimization step. In summary, larger step-lengths improve the efficiency of SMorph but penalize its effectiveness, and vice versa. Therefore, a trade-off between effectiveness and efficiency is required in practical scenarios.

Furthermore, let also note that the smoothness function used by the transformation procedure may be computationally expensive to calculate and maximize. Practically, computationally cheap heuristic procedures for the smoothness may be preferred. We will follow this line later on in the paper when presenting a concrete implementation of SMorph for the LOP.

3 THE LINEAR ORDERING PROBLEM

Consider a \((n \times n)\)-matrix \( H = [h_{ij}]_{n \times n} \), where \( n \geq 2 \). The goal of the LOP is to simultaneously reorder the rows and columns of \( H \) in such a way that its upper-triangular sum is maximized. To be more precise, the LOP seeks to find, among the set \( S_n \) of all the permutations of \( \{1, 2, \ldots, n\} \), the optimal permutation \( \sigma^* \in S_n \) that maximizes the objective function \( f(\sigma; H) \), defined as:
\[
f(\sigma; H) = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} h_{\sigma(i), \sigma(j)}. \tag{3}
\]

Any LOP instance \( H \) can be normalized by replacing each entry \( h_{ij} \) with the value \( h_{ij} - \min\{h_{ij}, h_{ji}\} \). This normalization ensures that all entries of \( H \) become non-negative and it does not change the order induced by Eq. (3) among the permutations in \( S_n \). For the remainder of this paper, we will assume that all LOP instances are normalized, a practice consistent with commonly adopted benchmark suites [18].

In graph theory, if we regard \( H \) as the weight matrix of an arc-weighted digraph \( G \), then the LOP is equivalent to determining the maximum-weight tournament graph contained within \( G \). The LOP has been considered in [27] and [14] for natural language processing tasks, while a recent application in the field of machine learning has been proposed in [19]. Further applications in social choice theory, economics, anthropology, and sports are described in [18].

The LOP has been proven to be NP-hard in the seminal work of Garey and Johnson [11]. Since then, many metaheuristic approaches have been proposed. According to [18], the most successful ones are those based on local search procedures adopting the insertion neighborhood. In this context, two permutations \( \sigma \) and \( \pi \) are considered neighbors if and only if \( \pi \) can be obtained by shifting an item from a position \( i \) to another position \( j \) in \( \sigma \), and vice versa. Moreover, in [26] it is shown that, given the objective value of \( \sigma \), it is possible to compute the objective values of all the \((n - 1)^2\) neighbors of \( \sigma \) with \( \Theta(n^2) \) time steps.

To the best of our knowledge, the state-of-the-art metaheuristics for the LOP are: the iterated Local Search (ILS) methods proposed in [26] and [4], the memetic algorithm introduced in [17], the very recent CL-TLBO method proposed in [2], and the CD-RVNS algorithm presented in [25]. The latter work also introduced a novel constructive heuristic, namely C-LOP, and experimentally showed its superiority over the previously considered best constructive methods for the LOP.
4 SMORPH FOR THE LINEAR ORDERING PROBLEM

By taking into account the general and abstract scheme of SMorph, as introduced in Sect. 2, here we describe a concrete implementation for the LOP.

SMorph for the LOP works as depicted in Alg. 1 by considering that: the instance space is the set of $n \times n$ matrices, the solution space is the set of $n$-length permutations $S_n$, while the objective function is as in Eq. (3).

A concrete implementation of SMorph requires to design the three algorithmic components $\mathcal{A}$ (i.e., the iterative optimization algorithm), $\mathcal{P}$ (i.e., the preparation function) and $\mathcal{T}$ (i.e., the transformation function) for the problem at hand. Their implementations for the LOP are described here below.

4.1 Optimization algorithm

For $\mathcal{A}$, we consider the ILS algorithm based on the insertion neighborhood, that, as described in Sect. 3, is one of the most effective metaheuristics for the LOP.

The ILS used in this study works as follows. It takes a seed solution as input, runs a local search to find the corresponding local optimum, and then iteratively applies three steps: (i) perturbation of the current local optimum, (ii) local search starting from the perturbed solution, (iii) replacement of the current local optimum with the new one if it is better.

The perturbation phase applies 7 random interchanges between pairs of permutation items (a value that has been experimentally calibrated in [26] on a set of commonly adopted benchmark instances), while the local search uses the insertion neighborhood and the best improvement strategy, i.e., each neighborhood scan yields the best neighboring solution in terms of objective value.

The number of iterations $n_{il}$ is left as a parameter of the ILS, which, after $n_{il}$ iterations returns the last and best local optimum encountered.

4.2 Preparation function

For the LOP, we devise a preparation function $\mathcal{P}$ which is very similar to the one described in the example provided in Sect. 2. $\mathcal{P}$ takes as inputs both the target instance $H = [h_{ij}]_{n \times n}$ and a seed solution $\sigma \in \mathbb{S}_n$, then it returns a simplified instance $A = [a_{ij}]_{n \times n}$, which is constructed as follows:

$$a_{\sigma(i),\sigma(j)} = \begin{cases} h_{\sigma(i),\sigma(j)} & \text{if } i < j, \\ 0 & \text{otherwise.} \end{cases}$$

It is easy to see that, when the rows and columns of $A$ are permuted by $\sigma$, all the positive entries appear in the upper triangular part of the permuted matrix. This implies that $f(\sigma; A)$ is equal to the sum of all the entries of $A$, i.e., a clear upper bound for the LOP. Therefore, the permutation $\sigma$ is, by construction, a global optimum for the instance $A$.

We also devise two strategies for choosing the seed solution $\sigma$: SMorph-R and SMorph-H, which select $\sigma$, respectively, at random and by applying the constructive heuristic C-LOP (see Sect. 3) to the target instance $H$. Consequently, the computational cost for generating the initial instance and its global optimum is: $\Theta(n^2)$ for SMorph-R, evident from Eq. (4), and $\Theta(n^2 \log n)$ for SMorph-H, determined by the average computational cost of running C-LOP [25].

4.3 Transformation function

To describe the transformation function $\mathcal{T}$ implemented for the LOP, for the sake of presentation, we will use the following notation: $A = [a_{ij}]_{n \times n}$ represents the previous instance in input, whose solution $\sigma \in \mathbb{S}_n$ is given by the previous iteration of SMorph, $H = [h_{ij}]_{n \times n}$ denotes the target instance, while $B = [b_{ij}]_{n \times n}$ will be the returned instance as computed by $\mathcal{T}$, i.e., $B = \mathcal{T}(A, \sigma, H)$.

According to Sect. 2, it is useful to identify: a suitable distance function $d$, a step-length $\delta$, and an appropriate smoothness function $\theta$.

In this preliminary study, we choose the Hamming distance between matrices as $d$. Thus, for two $(n \times n)$-matrices $A$ and $B$, $d(A, B)$ counts the number of different entries between $A$ and $B$. We also choose a constant step-length $\delta = 1$. Therefore, the candidate instances to consider in $\mathcal{T}$ are all the instances that can be generated by moving an entry from the target instance $H$ into instance $A$, provided that this entry has not already been moved in the previous iterations of SMorph.

We use the notation $C(ij) = [c_{ij}]_{n \times n}$ to represent the candidate instance obtained by moving the generic entry $(i, j)$. $C(ij)$ is defined as:

$$c_{kl}(ij) = \begin{cases} d_{kl} & \text{if } k \neq i \text{ and } l \neq j, \\ h_{ij} & \text{otherwise.} \end{cases}$$

(5)

Therefore, $C = \{C(ij) : a_{ij} \neq h_{ij} \text{ and } i, j = 1, \ldots, n\}$ is the set of candidates, which contains $O(n^2)$ instances.

Within $C$, $\mathcal{T}$ has to select the smoothest instance. With this regard, we have designed an efficient smoothness function $\mathcal{S}$ that, given an instance $C(ij) \in C$, is defined as follows:

$$\mathcal{S}(\sigma(ij), \sigma) = -f\left(\sigma; C(ij) \rightarrow \sigma(\sigma(ij))\right) - f\left(\sigma; C(ij) \rightarrow \sigma(\sigma(j))\right),$$

(6)

where: $\sigma(\sigma(ij))$ is the permutation obtained by shifting the item at position $i$ to position $j$ in $\sigma$, while $\sigma(\sigma(j))$ is the permutation obtained by shifting the item at position $j$ to position $i$ in $\sigma$.

The two absolute differences in the right hand side of Eq. (6) represent the magnitudes of the changes in objective function value when the insertion moves $i \rightarrow j$ and $j \rightarrow i$ are applied to the solution $\sigma$. The rationale behind this choice is that the smaller are the changes in objective values between $\sigma$ and its neighbors, the smoother is the instance in the neighborhood of $\sigma$, which, we recall, will be the starting point for the next application of $\mathcal{A}$. Note also that the two minus signs in front of the absolute values are there because the smoothest candidate instance is the one that maximizes $\mathcal{S}$.

For the sake of efficiency, Eq. (6) considers only two neighbors of $\sigma$. This limitation is not overly restrictive because, as shown in the analysis of the insertion neighborhood presented in [4], there can be at most $2n$ neighbors of $\sigma$ whose objective values change when the underlying instance is changed in only one entry $(i, j)$.
Moreover, $\sigma^{(ij)}$ and $\sigma^{(ji)}$ are the two neighbors most directly affected by the change. Hence, having a constant number of neighbors allows the incremental computation for the smoothness of all the candidate instances in $O(n^2)$ time steps in total. The key is to use the value $f(\sigma, A)$, which has already been computed in the previous iteration of SMorph, and to scan the candidate instances by following an appropriate order, similar to what is described in [26] for accelerating local search methods.

In summary, the transformed instance $B = T(A, \sigma, H)$ is the instance that, among all those sharing the same entries as $A$ except for one taken from $H$, maximizes the smoothness function defined in Eq. (6), that is:

$$B = \arg\max_{C^{(ij)} \in C} s\left(C^{(ij)}, \sigma\right).$$

### 4.4 Observations and computational improvement

Taking into account the algorithmic components $A$, $P$, and $T$ introduced in the previous subsections, the SMorph implementation for the LOP can be outlined through the pseudocode presented in Alg. 2, which closely follows the abstract scheme provided in Alg. 1, with only few differences.

**Algorithm 2 SMorph for the LOP**

```plaintext
1. $A, \sigma \leftarrow P(H)$  \hspace{1cm} $\triangleright P$ is defined in Sect. 4.2
2. $N \leftarrow d(A, H)$  \hspace{1cm} $\triangleright d$ is defined in Sect. 4.3
3. for $k \leftarrow 1$ to $N$ do
4. $B \leftarrow T(A, \sigma, H)$  \hspace{1cm} $\triangleright T$ is defined in Sect. 4.3
5. if $(i, j)$ is the entry where $B$ differs from $A$, and $\sigma^{-1}(i) > \sigma^{-1}(j)$ then
6. $\sigma \leftarrow A(B, \sigma)$  \hspace{1cm} $\triangleright A$ is defined in Sect. 4.1
7. end if
8. $A \leftarrow B$
9. end for
10. return $\sigma$
```

First of all, it is worth noting that there are two initialization strategies to choose from in line 1, i.e., SMorph-R and SMorph-H, as described in Sect. 4.2.

Furthermore, it is possible to pre-determine the number of iterations, which is equal to the Hamming distance between the initial instance $A$ and the target instance $H$ (see line 2). Since we are dealing with normalized LOP instances and considering that $A$ is initialized with at least $n(n - 1)/2$ entries from $H$, we have that SMorph requires $O(n^2)$ iterations.

As shown in line 5, we can save computational time by not always executing the optimization algorithm $A$. Indeed, let assume that $\sigma$ is the global optimum of the previous instance $A$, and $B$ was selected by $T$ as the candidate $C^{(ij)}$, i.e., its values match those of $A$, except for the entry $(i, j)$, taken from $H$. Then, when considering the matrix $B$ permuted by $\sigma$, we have that the new entry $(i, j)$ can go either in the upper or lower triangular part of the permuted matrix. When it goes in the upper triangular part, i.e., when $\sigma^{-1}(i) < \sigma^{-1}(j)$, it is easy to see that: (i) $f(\sigma, B) = f(\sigma, A) + h_{ij}$, and (ii) the objective values of the neighbors of $\sigma$ either remain unchanged or increase by the same quantity $h_{ij}$. Consequently, $\sigma$ is the global optimum also for the new instance $B$, thus there is no need to run the optimization algorithm on $B$. Even though we cannot guarantee that $\sigma$ will always be the global optimum for the current instance at every SMorph iteration, we anyway apply this trick to save computational time.

Finally, it is easy to see that, if the target instance in input is in normal form, then the initial and all the intermediate instances generated by SMorph are in normal form as well.

### 5 EXPERIMENTS

#### 5.1 Experimental Setup

Computational experiments were conducted with a twofold purpose: to validate the proposed approach, and to investigate its effectiveness.

The experiments were carried out on 218 commonly adopted benchmark instances, divided into the following sets: (i) the 1O set, which contains 50 real-world economic input-output tables, whose size varies from 44 to 79, and whose optimal values are known; (ii) the RandB set, consisting of 90 matrices randomly generated in an asymmetric manner and such that their optimal values are unknown; (iii) the xLOLIB set, which can be further divided into two subsets, xLOLIB_150 and xLOLIB_250, each comprising 39 instances of size, respectively, 150 and 250, with unknown optima. All the benchmark suites are publicly available at https://grafo.etsii.urjc.es/optimcon/bilib.html. As said in Sect. 1, because the goal is not to be competitive with the best algorithm for the LOP, we use small and medium-size instances which facilitates the experimentation by cutting on computation time.

For the main goal, i.e., to validate the proposed approach, since the SMorph for the LOP performs multiple executions of the ILS on a succession of slightly different instances, we compared it with a multi-start version of the ILS algorithm (MS-ILS), which performs a series of independent ILS executions on the given target instance. All the runs of the ILS, both in SMorph and MS-ILS, are set to terminate after $n_R = 5$ iterations have been performed (see Sect. 4.1). Moreover, to ensure a fair comparison, both SMorph and MS-ILS executions evaluate the same number of solutions. Therefore, if SMorph outperforms MS-ILS, this will be an indication that employing the SMorph gradual process to establish a good starting point for optimizing the target instance is at least better than repeatedly attempting different starting points at random.

For the sake of completeness, we also compared SMorph with Long-ILS, i.e., the ILS algorithm set to run with the same budget of evaluations observed in SMorph executions, without explicitly limiting its number of iterations $n_R$.

Practically, SMorph is first executed 15 times per instance and, for each execution, we recorded the number of evaluations performed. Then, also MS-ILS and Long-ILS are executed 15 times per instance using, as total budget, the average number of evaluations observed in SMorph executions.

Finally, taking into account the two initialization strategies described in Sect. 4.2, we have devised two variants of SMorph, namely SMorph-H and SMorph-R. Furthermore, we apply both heuristics and random initialization also to Long-ILS and all the ILS executions within MS-ILS. Consequently, we will use the acronyms Long-ILS-H, Long-ILS-R, MS-ILS-H, and MS-ILS-R. In summary, we have a total of six algorithms, each of them executed 15 times on each of the 218 benchmark instances under consideration, resulting in a total of 19 620 executions.
5.2 Experimental Results

To facilitate a fair comparison and aggregation of results across different instances, the final objective value \( v \) produced by each execution is converted into the relative percentage deviation measure, defined as \( rpd = 100 \cdot \frac{v - \text{best}}{\text{best}} \), where \( \text{best} \) represents the best objective value observed among all executions of each algorithm on the same instance.

Tab. 1 shows the average \( rpd_s \) for each algorithm, aggregated across individual benchmark sets and across the entire benchmark suite. These results can be commented as follows.

First and foremost, it is important to note that both SMorph variants exhibit better overall \( rpd_s \) than the two MS-ILS variants. This advantage of SMorph over MS-ILS is particularly evident on the larger and more challenging instances, i.e., those in the two xLOLIB sets. In contrast, MS-ILS appears to perform better on the RandI instances, even slightly outperforming Long-ILS, while the IO benchmark set does not clearly distinguish between the competing algorithms.

Second, Long-ILS shows better \( rpd_s \) than SMorph, considering both variants. However, it is interesting to note that, when moving from xLOLIB_150 to xLOLIB_250, while Long-ILS degrades its \( rpd_s \), SMorph improves its performance.

To further explore these results, we present a boxplot graph in Fig. 1, which illustrates the distribution of \( rpd \) values achieved by the competing algorithms, aggregated for each benchmark set.

Fig. 1 clearly confirms the previous observations. Furthermore, it allows to see that SMorph is able to achieve very good peak results, comparable with those of Long-ILS. However, it also reveals that SMorph lacks the robustness exhibited by the other competitors.

Lastly, we complete our analysis by presenting in Tab. 2 the win-tie-loss comparisons involving both SMorph variants. For the sake of presentation, we focus on the most challenging benchmark sets, i.e., xLOLIB_150 and xLOLIB_250. The results of each comparison, between two algorithms “A1 vs A2”, are expressed as a triple \( w/t/l \), indicating that: A1 outperformed A2 in \( w \) instances, A1 and A2 have the same performance in \( t \) instances, and A2 was outperformed by A1 in \( l \) instances. Two types of comparisons are presented: MWU, which employs the Mann Whitney U test (with a confidence level of 0.05) to compare results from all executions of both algorithms on a particular instance, and Best, which directly compares the best objective values recorded by the algorithms in all executions on a specific instance.

Tab. 2 consolidates the previous observations. In particular, it shows that SMorph-H is consistently better than MS-ILS-H, both in terms of average and best results. The same is true for SMorph-R when compared to both MS-ILS-R and MS-ILS-H. Regarding the comparison between SMorph variants and Long-ILS variants, while the latter show better results overall, it is interesting to note that SMorph-H achieved statistically indistinguishable performance compared to Long-ILS-H in 17 out of 39 instances of the xLOLIB_250 set. Furthermore, in terms of peak performance, SMorph-H was more effective than Long-ILS-H in 9 out of 39 instances of the xLOLIB_250 set. Finally, regarding the SMorph-H vs SMorph-R comparison, let observe that, though the heuristic initialization is almost always preferable in terms of average performance, SMorph-R was able to achieve better peak performance than SMorph-H in 35 out of 78 xLOLIB instances.

In conclusion, based on the results presented, we can confidently assert that SMorph has indeed achieved greater effectiveness compared to MS-ILS, thus meaning that the gradual process of SMorph, which transitions an initial instance towards a target instance, allows to produce a seed solution for the last ILS execution that is consistently better than selecting it randomly or heuristically, even after multiple repetitions. On the other hand, the effectiveness of SMorph is not yet at the level of Long-ILS which is an important part of the best algorithms for LOP.

6 CONCLUSION AND FUTURE WORK

We have introduced a novel approach, called SMorph, for understanding the structural changes that take place in the instance space when the algorithm smoothly progresses towards the optimum. This method draws partial inspiration from the Adiabatic Quantum Computing approach, but unlike the latter, it is firmly grounded in classical computing environments.

SMorph relies on three key components: an iterative optimization algorithm, a preparation function, and a transformation function. The preparation function simplifies the given target instance, making its solution easier to find. Subsequently, the instance undergoes iterative refinement and is gradually transformed into the target instance. During each iteration, the iterative optimization algorithm is executed on the current instance, using the previous solution as starting point. The rationale behind this approach is that a smooth morphological transformation of a problem instance should result in a new problem instance, whose solution is closely related to the previous one. Therefore, SMorph seeks to apply this principle by iteratively guiding the process from an easy initial instance towards the given target instance.

In addition to presenting an abstract definition of SMorph, we have also introduced a concrete implementation for the Linear Ordering Problem (LOP). Computational experiments were conducted on a set of commonly used benchmark instances for the LOP. The results clearly validate the proposed approach but indicate that improvements are needed if SMorph is to be used as an efficient optimization algorithm in the future.

The findings discussed in this paper offer opportunities for further investigation from various perspectives.

One of the most interesting ideas for further study is to conduct a series of fitness landscape analyses on the sequence of instances generated by SMorph. This will enhance our comprehension of the algorithm’s dynamics and provide valuable insights for its future development.

Additionally, SMorph as an optimization algorithm can be extended in each one of its three key components along several directions, although we do not yet know if it will achieve performances close to those of the best algorithms. Notably, the most promising ones are: (i) exploring other distance measures for the instance space, like e.g. the Euclidean or Manhattan distance; (ii) examining different strategies for determining the step-length of transformations at each iteration, also to limit the total number of iterations.
<table>
<thead>
<tr>
<th>Benchmark set</th>
<th>SMorph-H</th>
<th>SMorph-R</th>
<th>MS-ILS-H</th>
<th>MS-ILS-R</th>
<th>Long-ILS-H</th>
<th>Long-ILS-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>IO</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>RandB</td>
<td>0.11</td>
<td>0.13</td>
<td>0.02</td>
<td>0.01</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>xLOLIB_150</td>
<td>0.44</td>
<td>0.53</td>
<td>0.70</td>
<td>0.87</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td>xLOLIB_250</td>
<td>0.39</td>
<td>0.52</td>
<td>0.88</td>
<td>1.09</td>
<td>0.24</td>
<td>0.25</td>
</tr>
<tr>
<td>Overall</td>
<td>0.20</td>
<td>0.25</td>
<td>0.29</td>
<td>0.35</td>
<td>0.08</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 1: Average relative percentage deviations (rpd's).

![Boxplot of the relative percentage deviations recorded in all the executions.](image)

Figure 1: Boxplot of the relative percentage deviations recorded in all the executions.

<table>
<thead>
<tr>
<th>Type</th>
<th>Algorithms</th>
<th>xLOLIB_150</th>
<th>xLOLIB_250</th>
</tr>
</thead>
<tbody>
<tr>
<td>MWU</td>
<td>SMorph-H vs SMorph-R</td>
<td>13 / 25 / 1</td>
<td>22 / 15 / 2</td>
</tr>
<tr>
<td></td>
<td>SMorph-H vs MS-ILS-H</td>
<td>37 / 2 / 0</td>
<td>39 / 0 / 0</td>
</tr>
<tr>
<td></td>
<td>SMorph-H vs Long-ILS-H</td>
<td>0 / 5 / 34</td>
<td>0 / 17 / 22</td>
</tr>
<tr>
<td></td>
<td>SMorph-R vs MS-ILS-R</td>
<td>35 / 4 / 0</td>
<td>39 / 0 / 0</td>
</tr>
<tr>
<td></td>
<td>SMorph-R vs MS-ILS-H</td>
<td>23 / 13 / 3</td>
<td>37 / 1 / 1</td>
</tr>
<tr>
<td></td>
<td>SMorph-R vs Long-ILS-R</td>
<td>0 / 0 / 39</td>
<td>0 / 2 / 37</td>
</tr>
<tr>
<td>Best</td>
<td>SMorph-H vs SMorph-R</td>
<td>16 / 0 / 23</td>
<td>27 / 0 / 12</td>
</tr>
<tr>
<td></td>
<td>SMorph-H vs MS-ILS-H</td>
<td>39 / 0 / 0</td>
<td>39 / 0 / 0</td>
</tr>
<tr>
<td></td>
<td>SMorph-H vs Long-ILS-H</td>
<td>3 / 0 / 36</td>
<td>9 / 0 / 30</td>
</tr>
<tr>
<td></td>
<td>SMorph-R vs MS-ILS-R</td>
<td>39 / 0 / 0</td>
<td>39 / 0 / 0</td>
</tr>
<tr>
<td></td>
<td>SMorph-R vs MS-ILS-H</td>
<td>39 / 0 / 0</td>
<td>39 / 0 / 0</td>
</tr>
<tr>
<td></td>
<td>SMorph-R vs Long-ILS-R</td>
<td>2 / 0 / 37</td>
<td>2 / 0 / 37</td>
</tr>
</tbody>
</table>

Table 2: Win-Tie-Loss comparisons of SMorph vs all the other algorithms.
performed by SMorph; (iii) studying different methodologies for selecting candidate instances and evaluating their smoothness within the transformation function; (iv) using optimization algorithms other than the ILS scheme, such as population-based algorithms.

Another avenue for extension is the application of SMorph to other combinatorial optimization problems, encompassing various types of search spaces, including binary string spaces. Moreover, the methodology for generating the initial instance can be further extended and investigated to produce benchmark instances with known global optima, and, from a theoretical point-of-view, it is worth investigating the pace of the entire iterative process to ensure that the global optimum of the new instance lies within the neighborhood, or in the same basin of attraction, of the global optimum of the previous one.
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