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In this paper a new discrete Differential Evolution
algorithm for the Permutation Flowshop Scheduling
Problem with the total flowtime and makespan criteria
is proposed. The core of the algorithm is the distance-
based differential mutation operator defined by means
of a new randomized bubble sort algorithm. This mu-
tation scheme allows the Differential Evolution to di-
rectly navigate the permutations search space. Experi-
ments were held on a well known benchmarks suite and
they show that the proposal reaches very good perfor-
mances compared to other state-of-the-art algorithms.
The results are particularly satisfactory on the total
flowtime criterion where also new upper bounds that
improve on the state-of-the-art have been found.

Keywords: Permutation Flowshop Scheduling Prob-
lem, Differential Evolution, Permutation-based Opti-
mization

1. Introduction and Related Works

The Permutation Flowshop Scheduling Problem
(PFSP) is a type of scheduling problem widely en-
countered in areas such as manufacturing and large
scale products fabrication [13]. In the PFSP there
are n jobs J1, . . . , Jn, each of them composed by a
sequence of m operations. Oij is the i-th operation
of job Jj and pij is its processing time. There are

m machines M1, . . . ,Mm and a generic operation
Oij can be executed only by machine Mi. More-
over, the execution of any operation cannot be in-
terrupted (no pre-emption) and job passing is not
allowed, i.e., the jobs have to be executed following
the same order in every machine.

Hence, the goal of PFSP is to determine the best
permutation π = 〈π(1), . . . , π(n)〉 of the n jobs
according to some objective function.

Two important criteria are to minimize the total
flowtime (TFT)

fsum(π) =

n∑
j=1

c(m,π(j)) (1)

and the makespan

fmax(π) = max
j=1,...,n

c(m,π(j)) = c(m,π(n)) (2)

where, in both equations, c(i, π(j)) is the comple-
tion time of job π(j) on machine i and is recur-
sively calculated as

c(i, π(j)) = pi,π(j)+max{c(i, π(j−1)), c(i−1, π(j))}

in the general case when i, j > 1; while in terminal
cases:

c(i, π(j)) = pi,π(j) if i = j = 1
c(i, π(j)) = pi,π(j) + c(i, π(j − 1)) if i = 1 and j > 1
c(i, π(j)) = pi,π(j) + c(i− 1, π(j)) if i > 1 and j = 1.

Finally, the last equality in equation (2) follows
from the fact that pij ≥ 0 for 1 ≤ i ≤ m and
1 ≤ j ≤ n.

The PFSP with the TFT criterion has been
shown to be NP hard for two or more machines
[12], while the makespan criterion is slightly easier,
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because can be solved in polynomial time for two
machines, but remains NP hard for m > 2. There-
fore, even due to their practical interest, many re-
searches have been devoted to finding high quality
and near optimal solutions by means of heuristic
or meta-heuristic approaches [27,6,31].

A large number of methods for the PFSP-
Makespan have been described and compared in
[31] where it is shown that the heuristic NEH [25] is
very effective and ILS was the best meta-heuristic
algorithm [39]. More recently an iterated greedy
(IG) algorithm has been introduced in [32] and it
can be considered as the state-of-the-art for the
makespan objective. IG adopts a simulated anneal-
ing like acceptance criterion and iteratively alter-
nates a destruction-construction procedure and a
local search scheme. The initial solution is built
with the NEH heuristic.

A report of the state-of-the-art methods for
PFSP-TFT has been recently provided in [6]
where it is shown that the most performing meta-
heuristics are: VNS4 [8], AGA [41] and GM-
EDA together with its hybrid variant HGM-EDA
[6]. VNS4 applies a variable neighborhood search
(VNS) to an initial permutation built by means of
a constructive heuristic called LR(n/m) [19]. AGA
is an asynchronous genetic algorithm hybridized
with VNS. GM-EDA is an estimation of distribu-
tion algorithm that adopts a probabilistic model
for the permutations space known as generalized
Mallows model, while HGM-EDA represents the
hybridization of GM-EDA with a VNS scheme.

Differential Evolution [38] is a popular evolu-
tionary algorithm (see for example [20,1]) for con-
tinuous optimization problems. Although its ef-
fectiveness in numerical spaces, DE applications
to combinatorial problems, and in particular to
permutation-based problems, are still unsatisfac-
tory. To the best of our knowledge, all the DE
algorithms for the PFSP proposed in literature
(see for example the schemes reported in [26] or
the more recents [7,17]) adopt some transforma-
tion scheme to encode permutations into numer-
ical vectors. This distinction between the pheno-
typic and the genotypic space [30] introduces large
plateaus in the numerical landscape and is proba-
bly the reason of their poor performances. To ad-
dress this issue, in this paper we propose a discrete
DE scheme for the PFSP problem, using both op-
timization criteria, that works directly on the per-
mutations space (a preliminary work in this di-

rection has been already presented in [33]). Since
the differential mutation operator has been gener-
ally considered the key component of DE [28], our
approach mainly relies on a differential mutation
operator that directly handles permutations, thus
trying to fruitfully bring the DE search proper-
ties from the numerical space to the combinatorial
space of permutations. Furthermore, a new O(n2)
randomized bubble sort algorithm is provided.

The rest of the paper is organized as follows.
A short overview of Differential Evolution and a
short introduction to group theory and to the per-
mutation group are provided in Sections 2 and 3.
The permutation-based differential mutation op-
erator and the new randomized bubble sort algo-
rithm are introduced and motivated in Section 4.
The full DE scheme for PFSP is described in Sec-
tion 5. An experimental analysis of the proposed
approach for both criteria is provided in Section 6.
Finally, conclusions are drawn in Section 7 where
some future lines of research are also depicted.

2. The Differential Evolution algorithm

In this section we provide a short introduction to
original and numerical Differential Evolution (DE)
algorithm (for more details see [28]). DE is a simple
and powerful population based meta-heuristic for
optimizing non-linear and even non-differentiable
real functions. The core component of DE resides
in its differential mutation operator that allows DE
to probe the search space by automatically tun-
ing the step size and the orientation basing on the
fitness landscape at hand.

DE initially generates a random population of
NP candidate solutions x1, . . . , xNP ∈ Rn uni-
formly distributed in the solutions space. At each
generation, DE performs the mutation and the
crossover operations to produce a trial vector ui
for each individual xi, called target vector, in the
current population. Each target vector is then
replaced in the next generation by the associ-
ated trial vector if and only if the produced trial
presents a better fitness than the target. This pro-
cess is iteratively repeated, through the so called
generations, until a stop criterion is met (e.g., a
given amount of fitness evaluations has been per-
formed).

The mutation phase generates a mutant vector
vi for each target individual xi. The simplest and
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most used mutation scheme is “rand/1” and com-
putes the mutant as follows:

vi = xr0 + F · (xr1 − xr2) (3)

where r0, r1, r2 are three random integers in
[1, NP ] mutually different among them and with
respect to i. xr0 is called base vector, while xr1−xr2
is the difference vector, and F > 0 is the scale
factor parameter.

This differential mutation is the key operator of
DE. Indeed, it confers to the algorithm the ability
to automatically adapt the mutation step size and
orientation to the fitness landscape (see [28]). As
a consequence, the effect of this operator is that
the DE search automatically shades from an explo-
rative to an exploitative behaviour with the pass-
ing of generations.

After the mutation, a crossover operator gener-
ates a population of NP trial vectors, i.e. ui, by
recombining each pair composed by the generated
mutant vi and its corresponding target xi. Indeed,
each trial vector is formed by taking some compo-
nents from the target vector and some other ones
from the mutant, according to the crossover prob-
ability CR ∈ [0, 1].

The most used crossover operator is the bino-
mial one and produces a trial vector ui whose j–th
component is:

ui,j =

{
vi,j if θ1,j ≤ CR or θ2,j = j
xi,j otherwise

(4)

where θ1,j ∈ [0, 1] is a random number generated
for each dimension j and θ2,j ∈ [1, D] is a random
integer generated for each trial vector which en-
sures that ui inherits at least one component from
the mutant vi.

Finally, in the selection phase, the new popula-
tion individual x′i is the best between xi and ui,
i = 1, . . . , NP . More formally, in the case of a
minimization problem with fitness function f , x′i
is computed as follows

x′i =

{
ui if f(ui) ≤ f(xi)
xi otherwise

(5)

3. A short introduction to group theory and
permutations

In this section we provide a short introduction
to group theory and, in particular, to the permu-
tation group.

A group G is a set provided with an internal
operation ? : G×G→ G, such that

1. ? is associative
2. there exists an element e ∈ G which is the

neutral element for ?, i.e., x ? e = e ? x = x
for all x ∈ G

3. for all x ∈ G, there exists the inverse element
x−1 of x in G, i.e., x ? x−1 = x−1 ? x = e

If the operation ? is commutative, G is said
Abelian.

A set S ⊆ G, such that for all s ∈ S, also
s−1 ∈ S, is called a generator set for G if for
every element x ∈ G there exists a finite se-
quence of elements s1, s2, . . . , sk ∈ S such that
x = s1 ? s2 ? · · · ? sk. Hence, S is a generator set
for G if every element x ∈ G can be decomposed
as a product of a finite number of elements of S.

This decomposition in general is not unique.
Moreover, two decompositions for the same ele-
ment x have not necessarily the same length. In
general, the problem of finding a decomposition
can be a hard computational problem.

Anyway, given a generator set S for a group G,
it is possible to define the Cayley graph Γ, i.e.,
a regular graph whose vertices are the elements
of G and, for any x ∈ G and s ∈ S, there is an
edge labeled with s which connects x and x ? s. In
this graph, it is possible to define a distance func-
tion d(x, y) for each x, y ∈ G as the length of a
shortest path from x to y. Note that a path from
e to x corresponds to a decomposition of x, in-
deed the sequence of labels s1, . . . , sL is such that
x = e ? s1 ? · · · ? sL. Hence, the length of a short-
est decomposition of x ∈ G equals to d(e, x). The
maximum distance between two elements x, y ∈ G
is called diameter of Γ.

Now we introduce the group of permutations
S(n) for the set [n] = {1, 2, . . . , n}. A permuta-
tion is a bijective function π : [n] → [n] and it
can be interpreted as an ordering for the set [n],
i.e. π(x) = y means that the element y is at x-
th place. The group S(n) is then composed by
all the permutations and its operation is the or-
dinary composition operator ◦ between functions,
i.e. given π1, π2 ∈ S(n) (π1 ◦ π2)(x) = π1(π2(x))
for all x ∈ [n]. The neutral element is the identity
permutation e, which is defined as e(x) = x, for
all x ∈ [n]. The inverse permutation π−1 of a per-
mutation π is just the ordinary functional inverse
of π, i.e., π−1(y) = x if and only π(x) = y, for all
x, y ∈ [n].
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Note that the cardinality of S(n) is n! and that
S(n) is not Abelian, when n ≥ 3.

There exists many generator sets for S(n).
Among them, the most important are transposi-
tions, simple transpositions and insertions.

Given i, j ∈ X, with i < j, a transposition is
a permutation τ i,j obtained from e by swapping
the elements at places i and j. The set of all the
transpositions T = {τ i,j : 1 ≤ i < j ≤ n} gener-
ates S(n) because it is known that every permuta-
tion can be written as a product of disjoint cycles
and each cycle can be written as product of trans-
positions [14]. Moreover, it is easy to prove that
the diameter of the corresponding Cayley graph is
n − 1. The distance induced is called Cayley dis-
tance and it can be computed with a selection-sort
like algorithm [37]. The cardinality of T is

(
n
2

)
.

A transposition is simple if j = i+ 1, i.e. it swaps
two consecutive elements. Since any transposition
can be written as product of a finite number of
simple transpositions, also the set ST = {τ i,i+1 :
1 ≤ i ≤ n − 1} generates S(n). The cardinality
of ST is n − 1, while the diameter of the induced
Cayley graph is

(
n
2

)
. The induced distance between

two permutations π1 and π2 is called Kendall-τ
distance and denoted by dK and it can be com-
puted with a bubble-sort like algorithm [37]. An
important property of dK is that dK(e, π) is equal
to the number of inversions of π, i.e. the number
of pairs (i, j) such that i < j and π(i) > π(j).
Finally, given i, j ∈ X, with i 6= j, the insertion
ψi,j is a permutation obtained from e by shift-
ing the element at place j to place i. The set
I = {ψi,j : i 6= j and 1 ≤ i, j ≤ n} contains ST ,
because each simple transposition τ i,i+1 is the par-
ticular insertion ψi,i+1, hence I generates S(n). Its
cardinality is (n− 1)2 and, again, the diameter of
its Cayley graph is n− 1. The induced distance is
called Ulam distance and it can be computed with
a insertion-sort like algorithm [37].

4. Differential Mutation in the Permutations
Space

The purpose of this paper is to define a differen-
tial evolution algorithm to optimize permutation
functions, like those used in permutation based
scheduling. However, it is preferable to avoid to use
a numerical encoding of permutations, as done for
instance in [26,7,17], because in this technique a

permutation can be encoded as infinitely many nu-
merical vectors and hence it induces large plateau
in the search spaces. Our proposal is instead of
directly working on the permutations space.

The key component is a differential mutation
scheme defined on the permutations, analogous to
(3).

The sum and the difference of two permutations
can be easily defined: the sum π1 ⊕ π2 ∈ S(n) is
defined as π1 ◦π2, while the difference π1	π2 can
be correspondingly defined as π−1

2 ◦ π1. Indeed

π1 ⊕ (π2 	 π1) = π1 ◦
(
π−1

1 ◦ π2

)
= π2

analogously in the numerical case.
The differential mutation operator requires also

to multiply the difference of two permutations,
i.e. a third permutation π, for a scale factor F ∈
[0, 1]. Algebraically, to the best of our knowledge,
this operation has never been studied. We provide
an operative definition of this operation which is
based on the choice of a generator set S for the
permutation group. Indeed F · π can be computed
in the following way

1. decompose π as s1 ◦ s2 ◦ · · · ◦ sL, where
s1, . . . , sL ∈ S and L is as short as possible
(i.e. we take a shortest length decomposition
of π);

2. compute k = dF · Le;
3. return the permutation s1 ◦ s2 ◦ · · · ◦ sk.

Since the decomposition is not unique, the result
also depends on the choice of the method to obtain
a decomposition of π.

Hence the differential mutation scheme is

νi = πr0 ◦
(
F ·
(
π−1
r2 ◦ πr1

))
(6)

It is worth to notice that the difference between
two permutations π1 and π2 can be represented
as any of the shortest paths from π2 to π1 in the
Cayley graph. The sequences of labels s1, . . . , sL
of such paths are different, but for all of them the
product of labels s1◦s2◦· · ·◦sL is equal to π−1

2 ◦π1.
Moreover F · (π−1

2 ◦ π1) corresponds to select one
of those paths and truncate it after k = dF · Le
edges.

We have decided to use ST as generator set
due to the observation that a smaller number of
generators induces a higher search space diame-
ter and generally longer paths connecting two so-
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lutions. This looks to be more suited for a differ-
ential mutation operator. Indeed, a shortest path
in the ST space is generally longer than in the
two other spaces and is composed by “many little
steps”, each of them more likely to produce slight
variations in the objective function. The trunca-
tion operator, if performed on spaces with smaller
diameter and shorter paths, like T and I, would
have a reduced number of possible values and we
expect that it would produce worst results. Note
also that ST induces a smaller “branching factor”
on the search space, thus reducing the arbitrari-
ness of the navigation. These considerations can
be in general extended to other combinatorial op-
timization problems.

A shortest decomposition of a permutation π in
terms of simple transposition can be computed us-
ing the well known bubble sort algorithm or some
of its deterministic variants (cocktail sort, gnome
sort, etc.). However, since DE is a stochastic al-
gorithm, it is better to use a randomly generated
shortest decomposition. In fact, since the purpose
of decomposing π is to truncate it up to the k–
th position, deterministic algorithms will tend to
put in the first positions of the decomposition al-
most always the same simple transpositions, while
a randomized decomposition algorithm produces
decompositions in a more fair way. Hence, we pro-
pose a randomized version of bubble sort that is
outlined in Algorithm 1.

Algorithm 1 Randomized Bubble Sort
1: procedure RandBS(π)
2: CC ← 〈 〉
3: INV ← {i : π(i) > π(i+ 1)}
4: while INV 6= ∅ do
5: i← RemoveRandomElement(INV )
6: Swap π(i) and π(i+ 1)

7: Append τ i,i+1 to CC
8: if i > 0 and i− 1 6∈ LST and π(i− 1) > π(i) then
9: Add i− 1 to INV

10: end if
11: if i < n−1 and i+1 6∈ LST and π(i+1) > π(i+2) then
12: Add i+ 1 to INV
13: end if
14: end while
15: return Reverse(CC)
16: end procedure

The RandBS algorithm sorts the permutation
π obtaining the ”sorted” permutation e using the
optimal number L = dK(π, e) of adjacent swaps.
Indeed, INV initially contains all the adjacent in-
versions of π, i.e. the positions i such that π(i) >
π(i+1). Then, at each iteration of the while loop:

1. an index i is randomly drawn from INV and
the simple transposition τ i,i+1 is applied to
π. The effect is that the Kendall-τ distance
from π to e is reduced by 1.

2. τ i,i+1 is added to CC
3. INV is updated, because at most two new

consecutive inversions can appear in π

The final result of RandBS is the reverse of CC.
In fact, CC contains the sequences of simple trans-
positions s1, . . . , sL such that π◦s1◦s2◦· · ·◦sL = e,
hence a decomposition of π is obtained as

π = s−1
L ◦ s

−1
L−1 ◦ · · · ◦ s

−1
1

Anyway, each simple transposition is the inverse
of itself, therefore

π = sL ◦ sL−1 ◦ · · · ◦ s1

i.e., the reverse of the list CC.
Since the number of iterations is L ≤

(
n
2

)
=

O(n2), which corresponds to the diameter of ST ,
and all the operations inside the loop can be imple-
mented in O(1), the time complexity of RandBS
is O(n2), as the one of its classical counterpart.

Furthermore, it is worthwhile to notice that the
elements of CC corresponds to a “never go back”
random walk from e towards π in the subgraph of
Γ induced by the “interval”

[e, π]K = {σ ∈ S(n) : dK(e, σ)+dK(σ, π) = dK(e, π)}.
(7)

Finally, the differential mutation can be com-
puted by the Algorithm 2.

Algorithm 2 Differential Mutation
1: procedure DiffMut(i, F )
2: Find r0, r1, r2 different to i and to each other
3: δ ← π−1

r2
◦ πr1

4: S ← RandBS(δ)
5: L← Length(S)
6: k ← dF · Le
7: ν ← πr0
8: for i← 1 to k do
9: Apply Si to ν

10: end for
11: return ν
12: end procedure

For the sake of clarity we provide an illus-
trative example of how the differential mutation
works. Suppose that n = 5, F = 0.5, and the
given permutations are π0 = 〈3, 4, 1, 2, 5〉, π1 =
〈1, 4, 2, 5, 3〉 and π2 = 〈5, 3, 1, 4, 2〉. In order to
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compute the mutant permutation ν = π0 ⊕ F �
(π1 	 π2), we have to first compute π1 	 π2,
that is, π−1

2 ◦ π1 = 〈3, 4, 5, 1, 2〉. Now, a possi-
ble result of RandBS(π−1

2 ◦ π1) is the decom-
position 〈τ2,3, τ3,4, τ1,2, τ2,3, τ4,5, τ3,4〉 which has
length 6. Therefore, the truncation 0.5 ·(π1	π2) is
〈τ2,3, τ3,4, τ1,2〉 that evaluates to τ2,3 ◦τ3,4 ◦τ1,2 =
〈3, 1, 4, 2, 5〉. Finally, by composing π0 with the
truncated difference, we obtain ν = 〈1, 3, 2, 4, 5〉

5. Differential Evolution for Permutations

The Differential Evolution for the Permuta-
tions space (DEP), outlined in Algorithm 3, di-
rectly evolves a population of NP permutations
π1, . . . , πNP . Its main scheme resembles that of
the classical DE with the introduction of a restart
mechanism and a memetic local search procedure.
Moreover, important variations have been made
to the population initialization and to the genetic
operators of mutation, crossover and selection. All
these components are described in the following
subsections. Note that, both in Algorithm 3 and in
the following descriptions, depending on the cho-
sen objective function, f can interchangeably refer
to fsum or fmax.

Algorithm 3 DE for Permutations
1: Initialize Population
2: while evaluations budget is not exhausted do
3: for i← 1 to NP do
4: νi ← DifferentialMutation(i)

5: υ
(1)
i , υ

(2)
i ← Crossover(πi, νi)

6: Evaluate f
(
υ
(1)
i

)
and f

(
υ
(2)
i

)
7: end for
8: for i← 1 to NP do

9: πi ← Selection
(
πi, υ

(1)
i , υ

(2)
i

)
10: end for
11: if restart criterion then
12: Perform a Local Search on πbest

13: Restart Population
14: end if
15: end while

5.1. Initialization

The population is initialized with NP − 1 ran-
dom permutations (obtained by means of the uni-
formly random permutation generator known as
Fisher-Yates shuffle [10]) and the remaining per-
mutation is built using the appropriate construc-
tive heuristic for the PFSP objective at hand, i.e.,
LR(n/m) [19] for the total flowtime and NEH [25]
for the makespan.

5.2. Differential Mutation

For each population individual πi, a mutant per-
mutation νi is generated according to Algorithm
2.

Furthermore, in order to avoid the setting of the
scale factor F , the popular self-adaptive scheme
proposed in jDE [5] has been used for its adapta-
tion during the evolution. Basically, it introduces
a self-adapting parameter Fi for each individual.
Just before the mutation, a temporary Fmutant is
generated according to

Fmutant ←

{
0.1 + r1 · 0.9 if r2 < 0.1

Fi otherwise

where r1, r2 are two random numbers in [0, 1]. The
mutation is performed by using Fmutant, and, in
the case that one of the offsprings replaces the orig-
inal population individual, also Fmutant replaces
Fi.

5.3. Crossover

The crossover between the population individ-
ual πi and the mutant νi is performed according to
the two-point crossover version II (TPII) proposed
in [24] and used by AGA [41]. Differently from the
classical DE crossover, TPII produces two trial in-

dividuals, i.e., υ
(1)
i and υ

(2)
i .

This operator works as follows:

– two indices j, k, such that 1 < j < k < n, are
randomly generated

– for h ∈ {j, . . . , k}, υ(1)
i (h) = πi(h)

– all the other jobs, i.e. the jobs πi(h) for h 6∈
{j, . . . , k}, are placed in the free places of υ

(1)
i

using the relative order of their appearance in
νi, i.e., the job πi(h), for h 6∈ {j, . . . , k}, with
the lowest index in νi goes in the leftmost free

position of υ
(1)
i , and so on;

– υ
(2)
i is computed in the same way but by re-

versing the role of πi and νi

For instance, if πi = 〈3, 4|1, 2, 8|7, 6, 5〉, νi =

〈8, 2|3, 6, 5|4, 1, 7〉, j = 3, k = 5, then υ
(1)
i =

〈3, 6|1, 2, 8|5, 4, 7〉 and υ
(2)
i = 〈4, 1|3, 6, 5|2, 8, 7〉.
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5.4. Selection

In order to choose the trial υi that will compete
with πi, a preliminary selection between the two
trial individuals is performed according to:

υi = argmin
{
f
(
υ

(1)
i

)
, f
(
υ

(2)
i

)}
(8)

Then, the new population individual π′i is cho-
sen by a “biased” selection between υi and πi per-
formed according to:

π′i =

{
υi if f(υi) < f(πi) or r < max {0, α−∆i}
πi otherwise

(9)
where r is a random number in [0, 1], ∆i is the

relative fitness variation
f(υi)− f(πi)

f(πi)
, and α ∈

[0, 1] is a selection parameter.
Similarly to classical DE selection, υi enters the

next generation population if it is fitter than πi.
Otherwise, υi may be selected with a small prob-
ability that linearly shades from α when ∆i = 0
to 0 when ∆i = α. It is worthwhile to note that,
when α = 0, the classical DE selection scheme is
reproduced.

This criterion allows to mitigate the stagnation
of the population observed in some preliminary ex-
periments which used the classical selection.

5.5. Restart

A restart mechanism has been introduced in
order to completely avoid the stagnation of the
population. When all the population elements are
equal, the algorithm is not able to evolve anymore.
In fact, the differential mutation applied to three
identical individuals always produce the same in-
dividual. Also the crossover has the same prop-
erty. Hence, in all the generations, the population
remains unchanged1. In this situation, a restart
mechanism is indispensable.

Instead of checking that all the individual are
equal, we check if all the fitness values are equal.
Experimentally, the two conditions are equivalent
in almost all the cases, but the latter is more effi-
cient to check. Hence, when the restart condition is
verified, one of the individual is kept and the other
NP − 1 permutations are randomly reinitialized.

1This situation happens also in the classical DE

5.6. Local Search

A local search procedure is performed at every
restart and it is applied to the individual kept in
the restart phase.

The local search scheme employed is similar to
VNS4 [8] without shakes. A greedy local search
using the interchange neighborhood is carried out
until a local minimum is found. Then, the best
neighbor in its insertion neighborhood is chosen
and the process is iterated until a local minimum
for both neighborhoods is reached.

There are two possible local search applica-
tion strategies: Baldwinian (B LS) and Lamarck-
ian (L LS) strategies. In the first strategy, the re-
sult of the local search does not enter in the popu-
lation and is used only to update the global best of
DEP. In this way, the evolution is not affected by
the local search, even if it consumes computational
resources.

In the second strategy, the improved individual
enters the population, so it can also modify the
dynamics of the evolution.

6. Experiments

The performances of the proposed DEP algo-
rithm2 for PFSP have been evaluated and investi-
gated on both the total flowtime (TFT) and the
makespan criteria.

The well known 120 PFSP instances proposed
by Taillard [40] have been employed as bench-
mark suite. This includes different instances with
n ∈ {20, 50, 100, 200, 500}, m ∈ {5, 10, 20} and
where the processing times pij , with 1 ≤ i ≤ m
and 1 ≤ j ≤ n, have been randomly sampled from
the integer interval [1, 99]. The wide adoption of
this benchmark suite in the PFSP literature (see
for example [6] and [32]) also allows a fair compar-
ison with the state-of-the-art algorithms for both
the objectives.

It worths to note that the effectiveness of an al-
gorithm on PFSP-TFT does not necessarily im-
ply its effectiveness on PFSP-Makespan and vice
versa. Indeed, PFSP-TFT and PFSP-Makespan
are often studied independently to each other (see
for example [6] for TFT and [32] for makespan).

2The source code of DEP is available at the url

http://github.com/goldengod/dep

https://www.researchgate.net/publication/220643081_Experimental_evaluation_of_pheromone_models_in_ACOPlan?el=1_x_8&enrichId=rgreq-de193a3916ade9e01e5d1c87dabcdfd5-XXX&enrichSource=Y292ZXJQYWdlOzI5NzYwNzUzNTtBUzozNTU0MzQ0Mjc4OTU4MDhAMTQ2MTc1MzU3OTI5Mw==
https://www.researchgate.net/publication/220643081_Experimental_evaluation_of_pheromone_models_in_ACOPlan?el=1_x_8&enrichId=rgreq-de193a3916ade9e01e5d1c87dabcdfd5-XXX&enrichSource=Y292ZXJQYWdlOzI5NzYwNzUzNTtBUzozNTU0MzQ0Mjc4OTU4MDhAMTQ2MTc1MzU3OTI5Mw==
https://www.researchgate.net/publication/220643081_Experimental_evaluation_of_pheromone_models_in_ACOPlan?el=1_x_8&enrichId=rgreq-de193a3916ade9e01e5d1c87dabcdfd5-XXX&enrichSource=Y292ZXJQYWdlOzI5NzYwNzUzNTtBUzozNTU0MzQ0Mjc4OTU4MDhAMTQ2MTc1MzU3OTI5Mw==
https://www.researchgate.net/publication/236608101_A_Distance-Based_Ranking_Model_Estimation_of_Distribution_Algorithm_for_the_Flowshop_Scheduling_Problem?el=1_x_8&enrichId=rgreq-de193a3916ade9e01e5d1c87dabcdfd5-XXX&enrichSource=Y292ZXJQYWdlOzI5NzYwNzUzNTtBUzozNTU0MzQ0Mjc4OTU4MDhAMTQ2MTc1MzU3OTI5Mw==
https://www.researchgate.net/publication/236608101_A_Distance-Based_Ranking_Model_Estimation_of_Distribution_Algorithm_for_the_Flowshop_Scheduling_Problem?el=1_x_8&enrichId=rgreq-de193a3916ade9e01e5d1c87dabcdfd5-XXX&enrichSource=Y292ZXJQYWdlOzI5NzYwNzUzNTtBUzozNTU0MzQ0Mjc4OTU4MDhAMTQ2MTc1MzU3OTI5Mw==
https://www.researchgate.net/publication/257403941_New_VNS_heuristic_for_total_flowtime_flowshop_scheduling_problem?el=1_x_8&enrichId=rgreq-de193a3916ade9e01e5d1c87dabcdfd5-XXX&enrichSource=Y292ZXJQYWdlOzI5NzYwNzUzNTtBUzozNTU0MzQ0Mjc4OTU4MDhAMTQ2MTc1MzU3OTI5Mw==
https://www.researchgate.net/publication/222562743_A_simple_and_effective_iterated_greedy_algorithm_for_the_permutation_flowshop_scheduling_problem?el=1_x_8&enrichId=rgreq-de193a3916ade9e01e5d1c87dabcdfd5-XXX&enrichSource=Y292ZXJQYWdlOzI5NzYwNzUzNTtBUzozNTU0MzQ0Mjc4OTU4MDhAMTQ2MTc1MzU3OTI5Mw==
https://www.researchgate.net/publication/222562743_A_simple_and_effective_iterated_greedy_algorithm_for_the_permutation_flowshop_scheduling_problem?el=1_x_8&enrichId=rgreq-de193a3916ade9e01e5d1c87dabcdfd5-XXX&enrichSource=Y292ZXJQYWdlOzI5NzYwNzUzNTtBUzozNTU0MzQ0Mjc4OTU4MDhAMTQ2MTc1MzU3OTI5Mw==
https://www.researchgate.net/publication/222341730_Benchmarks_for_Basic_Scheduling_Problems?el=1_x_8&enrichId=rgreq-de193a3916ade9e01e5d1c87dabcdfd5-XXX&enrichSource=Y292ZXJQYWdlOzI5NzYwNzUzNTtBUzozNTU0MzQ0Mjc4OTU4MDhAMTQ2MTc1MzU3OTI5Mw==


8

A further evidence of the uncorrelation between
the two objectives can be found in the exten-
sive scientific production for the multi-objective
PFSP (see for example [29,22,18,21]). Also the
fitness landscapes of the two problems are likely
to have different characteristics. Indeed, given
the same problem instance, both PFSP-TFT and
PFSP-Makespan have the same number of feasi-
ble solutions (i.e., n!), but the makespan is just
c(m,π(n)), and the number of its possible values
is much smaller than the total flow time, which
is
∑n
j=1 c(m,π(j)). Hence, PFSP-TFT is likely to

have a larger number of the allowed fitness values
than PFSP-Makespan.

This in turn impacts on the quantities of equal
quality solutions, thus it is more likely to have
more and larger plateaus on PFSP-Makespan and,
consequently, a more rugged landscape on PFSP-
TFT.

Therefore, DEP has been separately calibrated
on the two optimization criteria and has been com-
pared with the different state-of-the-art algorithms
for both PFSP-TFT and PFSP-Makespan.

DEP parameters calibration has been performed
on an additional set of PFSP instances randomly
generated using the same generator scheme of Tail-
lard [40]. According to [4], this set of tuning in-
stances is representative of the benchmark suite
used for testing comparison and allows to avoid
the “over-tuning” phenomenon.

Furthermore, due to the stochastic nature of
the meta-heuristics considered, both the calibra-
tion and the testing experiments have been per-
formed using multiple executions of them. A max-
imum number of fitness evaluations has been used
as a termination criterion for every considered al-
gorithm and has been set according to [6]. In or-
der to be self-contained the budget of fitness eval-
uations for each n × m problem configuration is
reported in Table 1.

Table 1

Budgets of Fitness Evaluations

n×m Evaluations Cap n×m Evaluations Cap

20 × 5 182 224 100 100 × 5 235 879 800

20 × 10 224 784 800 100 × 10 266 211 000

20 × 20 256 896 400 100 × 20 283 040 000

50 × 5 220 712 150 200 × 10 272 515 500

50 × 10 256 208 100 200 × 20 287 728 850

50 × 20 275 954 150 500 × 20 260 316 750

The performance measure employed is the com-
monly adopted average relative percentage devia-
tion (ARPD):

ARPD =
1

k

k∑
i=1

(Algi −Best)× 100

Best
(10)

where Algi is the best objective value found by
the algorithm Alg in its i-th run, and Best is a
reference objective value for the problem instance
at hand.

Finally, in order to detect significant differences,
the ARPDs obtained by the different competitor
algorithms have been statistically compared using
non-parametric statistical tests as suggested in [9].

The rest of this section is organized as follows.
Subsection 6.1 describes DEP calibration for both
the optimization criteria. Subsection 6.2 and 6.3
provides the experimental results respectively for
PFSP-TFT and PFSP-Makespan. A further ex-
perimental analysis on the impact of the newly
proposed discrete differential mutation is provided
in subsection 6.4, while the computational times
of DEP are investigated in subsection 6.5.

6.1. DEP Parameters Calibration

DEP has four parameters: the scale factor F ,
the population size NP , the selection parameter
α, and the local search application strategy B LS
or L LS.

While, as described in Section 5.2, the popular
self-adaptive scheme proposed in jDE [5] has been
adopted in order to automatically tune F dur-
ing the evolution, the other three parameters have
been calibrated by means of a full factorial exper-
imental analysis. The considered values for each
one of the involved parameters have been selected
after some preliminary experiments and they are:

– for the population size NP : 20, 50, 100, and
200;

– for the selection parameter α: 0, 0.01, and
0.02;

– for the local search application strategy: B LS
and L LS.

Therefore, there are 4 × 3 × 2 = 24 DEP settings
to experimentally compare.

As previously described, in order to avoid the
“over-tuning” phenomenon, the calibration has
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been performed on different PFSP instances with
respect to the ones adopted in the testing experi-
ments of Sections 6.2 and 6.3. Indeed, 10 new in-
stances have been generated for 11 different prob-
lem configurations: all the n × m configurations
with n ∈ {20, 50, 100, 200} and m ∈ {5, 10, 20} ex-
cept for the configuration 200× 5 (note that these
are the same problem configurations considered in
the Taillard benchmark suite [40] except 500×20).
The calibration instances have been randomly gen-
erated using the same probability distribution of
Taillard in order to have a representative, though
different, set with respect to the testing suite.

As motivated before, two different calibrations
have been performed separately for the two opti-
mization criteria TFT and makespan. Moreover,
the experimental design has been modeled with the
aim of providing two DEP settings, one for PFSP-
TFT and one for PFSP-Makespan, that (hope-
fully) perform well across different problem config-
urations.

For both the objectives, the performances have
been evaluated as follows. Each DEP setting has
been run once per problem instance and an ARPD
value for each DEP setting and each n×m prob-
lem configuration has been obtained by averaging
the relative percentage deviations obtained on the
ten distinct problem instances. According to [4,
Th. 4.12], given a budget of executions, this ex-
perimental setting is the one that minimize the
variance of the averaged performance estimator
ARPD. Therefore, the calibration experimental
session consisted of a total of 24 (DEP settings)
× 10 (instances) × 11 (configurations) × 2 (objec-
tives) = 5 280 DEP executions.

Since each one of the 24 DEP settings has 11
ARPD values obtained on problem configurations
with different sizes and difficulties, according to
[9], the non-parametric Quade test has been em-
ployed in order to perform a statistical compari-
son of the DEP settings both for PFSP-TFT and
PFSP-Makespan. Indeed, the Quade test allows
to weigh the ARPDs basing on the problem diffi-
culty (actually, the weights are based on the range
of performance variations registered on the differ-
ent instances of the same problem configuration).
Moreover, since the statistical test loses signifi-
cance when the number of competitors is larger
than the number of problems, only the DEP set-
tings with the best ARPD on at least one prob-
lem configuration have been selected for compari-

son. The Quade test produces: (i) a weighted av-
erage rank for each selected competitor that al-
lows to rank the DEP settings basing on their ef-
fectiveness, and (ii) a p-value indicating the prob-
ability that the performances of all the compared
DEP settings are not significantly different. Lastly,
in the case of significant difference among all the
competitors, the best DEP setting has been com-
pared with the others using the Finner post-hoc
procedure as suggested in [9].

Tables 2 and 3 provide the experimental re-
sults of the selected DEP settings respectively for
PFSP-TFT and PFSP-Makespan. Every row re-
lates to a different DEP setting and are ordered
basing on their Quade average ranks. Also the av-
erage ARPD and the Finner p-value with respect
to the best DEP setting are reported as summary
statistics. The ARPDs obtained on the different
problem configurations are also reported. The best
results are indicated in bold. Finally, the results
of the 20 jobs problem configurations are not pro-
vided because all the settings perform the same on
these instances.

Regarding PFSP-TFT, as shown by Table 2,
the best DEP setting, both with respect to the
Quade average rank and the overall ARPD, is
(NP = 100, α = 0.01, B LS). Interestingly, this
setting is the best one on the 50× 20 and 200× 20
problems and it is among the first three settings on
all the other problems. Moreover, the very small
Quade p-value indicates that there are significant
differences among the seven parameters settings
analyzed and the post-hoc Finner procedure cuts
off the last three settings reported in Table 2, thus
leaving only four DEP settings with not enough
evidence of statistical difference among them. In-
terestingly, these four settings share the same α
value, i.e., α = 0.01. This shows that, in the case of
PFSP-TFT, the biased selection introduced in this
work allows to improve the results with respect to
the classical DE selection (obtained with α = 0).

Regarding PFSP-Makespan, Table 3 shows that
the best DEP setting, both with respect to the
Quade average rank and the overall ARPD, is
(NP = 20, α = 0.01, L LS). This setting is also
the best one on four problem configurations and it
is among the first three settings on the other prob-
lems. Differently from the PFSP-TFT, the Quade
p-value does not indicate enough statistical evi-
dence of performance differences among the se-
lected five DEP settings. However, all the five DEP
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Table 2

DEP Calibration Results for Total Flowtime Criterion

DEP Setting Summary Results Problem ARPDs

NP α LS
Quade Overall Finner

50 × 5 50 × 10 50 × 20 100 × 5 100 × 10 100 × 20 200 × 10 200 × 20
AvgRank ARPD p-value

100 0.01 B LS 2.00 0.10 - 0.10 0.13 0.06 0.04 0.10 0.09 0.22 0.08

100 0.01 L LS 2.78 0.13 0.45 0.12 0.20 0.16 0.02 0.14 0.10 0.12 0.17

200 0.01 L LS 3.17 0.71 0.30 0.10 0.28 0.23 0.14 0.08 0.42 0.60 3.85

50 0.01 B LS 3.39 0.22 0.25 0.11 0.23 0.06 0.09 0.27 0.08 0.54 0.38

200 0.02 L LS 5.47 0.50 <0.01 0.08 0.17 0.13 0.05 0.11 0.31 0.04 3.10

50 0.02 B LS 5.50 0.71 <0.01 0.11 0.12 0.18 0.21 0.30 0.33 0.57 3.88

20 0.01 L LS 5.69 0.35 <0.01 0.04 0.28 0.18 0.23 0.45 0.34 0.58 0.67

Quade p-value: 0.001

Table 3

DEP Calibration Results for Makespan Criterion

DEP Setting Summary Results Problem ARPDs

NP α LS
Quade Overall Finner

50 × 5 50 × 10 50 × 20 100 × 5 100 × 10 100 × 20 200 × 10 200 × 20
AvgRank ARPD p-value

20 0.01 L LS 1.92 0.07 - 0.00 0.02 0.27 0.00 0.05 0.20 0.02 0.03

20 0 B LS 3.06 0.21 0.20 0.00 0.02 0.47 0.00 0.08 0.80 0.00 0.28

20 0.02 L LS 3.14 0.19 0.22 0.00 0.53 0.14 0.00 0.14 0.35 0.18 0.18

50 0.01 L LS 3.36 0.22 0.20 0.00 0.15 0.26 0.00 0.15 0.06 0.06 1.07

20 0 L LS 3.53 0.24 0.27 0.00 0.11 0.62 0.00 0.01 0.75 0.03 0.38

Quade p-value: 0.393

settings selected show a preference towards a small
population size in the case of PFSP-Makespan.

Summarizing the DEP parameters setting se-
lected for PFSP-TFT is

(NP = 100, α = 0.01, B LS),

while for PFSP-Makespan is

(NP = 20, α = 0.01, L LS).

6.2. Experimental Comparison on PFSP-TFT

As follows from Section 6.1, the setting (NP =
100, α = 0.01, B LS) has been adopted to exper-
imentally compare DEP with the state-of-the-art
algorithms for the PFSP with the total flowtime
criterion (TFT). Indeed, DEP performances have
been compared with those provided in [6] for the
four PFSP-TFT state-of-the-art methods: AGA
[41], VNS4 [8], GM-EDA and HGM-EDA [6].

In order to guarantee a fair comparison, the
same experimental setting of [6] has been adopted,
thus: (i) the performances of DEP have been ob-
tained by running it 20 times for each one of 120
PFSP instances proposed by Taillard [40], and (ii)
the experimental results of AGA, VNS, GM-EDA

and HGM-EDA have been directly obtained from
the additional material provided with [6].

Separately for each n×m problem configuration,
a statistical comparison of the competitor algo-
rithms has been performed by executing the non-
parametric Friedman test on the ARPD values ob-
tained by the various algorithms on the different
instances of the same n ×m configuration. Then,
as suggested in [9], the Finner post-hoc procedure
has been adopted to compare the performance dif-
ferences of DEP with respect to each one of the
other competitor. The commonly adopted signifi-
cance level of 0.05 has been employed.

The best TFT values and the ARPDs of ev-
ery competitor algorithm are reported in Table 4.
The best TFTs in bold indicate when DEP reaches
the best value in at least one execution, while
the bullet denotes when it is a new known up-
per bound with respect to [6]. Moreover, for each
problem instance, the minimal ARPDs among all
the competitors are indicated in bold. Finally, for
each problem configuration, the Friedman aver-
age ranks of all the algorithms are also provided.
The average ranks in bold denote that DEP sig-
nificantly outperforms the algorithm, while values
in italic denote that DEP is significantly outper-
formed by the algorithm.
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The results show that, in 79 instances over 120,
DEP reaches the best TFT, and, most remarkably,
in 45 cases the best known solutions reported in [6]
were improved. Moreover, it is worth to notice that
DEP has obtained new best known values for 23
(over 30) instances of size 100×m and for 18 (over
20) instances of size 200×m, which are reputed to
be difficult.

The robustness of DEP is proved by the fact that
it presents the lowest ARPD results in 96 instances
over 120. Again, in almost all 100 and 200 jobs
problems, DEP is the best algorithm in average.

Except the case of 500 jobs, DEP has always the
lowest Friedman average rank. The results can be
summarized as follows:

– For problems with 20 jobs, all the algorithms
perform the same, except GM-EDA which is
significantly worse. This may suggest that the
best values obtained are probably the optimal
values for these instances.

– For problems with 50 jobs, DEP has the low-
est average rank values and is significantly
better than VNS4, GM-EDA and HGM-EDA.

– For problems with 100 jobs, DEP has average
rank values very close to 1 and it has no clear
competitor.

– A similar behaviour is found for problems
with 200 jobs, but HGM-EDA, although hav-
ing a worse average rank and obtaining only
two best values over 20, is not significantly
worse than DEP in average.

– The only weakness for DEP is found in prob-
lems with 500 jobs, where it is outperformed
by AGA and VNS4. This is probably due to
a very slow convergence of the DEP popu-
lation, corroborated by the observation that
very few or even zero restart operations were
performed.

The conclusion of this analysis is that DEP can
be considered among the state-of-the-art PFSP-
TFT algorithms and it is the best one on the ma-
jority of the benchmark problems.

6.3. Experimental Comparison on
PFSP-Makespan

As follows from Section 6.1, the setting (NP =
20, α = 0.01, L LS) has been adopted to experi-
mentally compare DEP with the state-of-the-art
algorithms for the PFSP with the makespan crite-

rion. Indeed, DEP performances have been com-
pared with the state-of-the-art method for PFSP-
Makespan, i.e., the iterated greedy algorithm (IG)
described in [32], and with GM-EDA and HGM-
EDA [6] that, like DEP, navigate (though in a dif-
ferent way) the metric space induced by Kendall-τ
distance.

The same experimental setting and statistical
analysis of Section 6.2 has been adopted also for
PFSP-Makespan. Moreover, it worths to note that,
while the experimental results of GM-EDA and
HGM-EDA have been directly obtained from the
additional material provided with [6], IG has been
implemented and executed by following the de-
scription provided in [32].

The best makespan values and the ARPDs of
every competitor algorithm are reported in Table
5. The best makespan values in bold indicate when
DEP reaches the best value in at least one execu-
tion, while the bullet denotes when it is a new up-
per bound with respect to [6]. Moreover, for each
problem instance, the minimal ARPDs among all
the competitors are indicated in bold. Finally, for
each problem configuration, the Friedman aver-
age ranks of all the algorithms are also provided.
The average ranks in bold denote that DEP sig-
nificantly outperforms the algorithm, while values
in italic denote that DEP is significantly outper-
formed by the algorithm.

Table 5 show that DEP reaches the best makespan
in 85 instances over 120. Moreover, the robustness
of DEP is even better, since it presents the lowest
ARPDs in 91 instances.

Differently from TFT, the results are here dis-
cussed by aggregating on the number of machines:

– For the problems with 5 machines, DEP has
one of the lowest Friedman’s average rank and
its performances are significantly better than
those of GM-EDA, while are comparable with
respect to IG and HGM-EDA.

– For the problems with 10 machines, DEP per-
formances, although very good on 20×10 and
50× 10 instances, looks to degrade increasing
the number of jobs, at least with respect to
HGM-EDA.

– The best performances of DEP are found on
the 20 machines problems. Here, DEP has al-
ways the lowest Friedman’s average rank and,
most remarkably, it reaches the best ARPD
value on all the 30 instances with 100, 200,
and 500 jobs.
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Summarizing, the performances of DEP seems
to increase with the number of machines. Since, for
the makespan criterion, the number and the size of
fitness plateaus plausibly decrease with the num-
ber of machines, the results seem to indicate that
DEP performs well with fitness landscape that are
not too much neutral.

6.4. Differential Mutation Analysis

Though, for the permutation flowshop schedul-
ing problem, the proposed composition of genetic
operators is original by itself, an additional exper-
imental investigation has been conducted in order
to analyze the impact of the main component of
DEP, i.e., the discrete differential mutation oper-
ator introduced in Section 4.

The experimental analysis has been performed
by comparing the original DEP algorithm pro-
posed in this work (i.e., equipped with the differen-
tial mutation operator previously described) with
three modified DEP schemes where the differential
mutation has been replaced by alternative muta-
tion schemes as follows:

– DEP-CRM (completely random mutation):
every generated mutant is completely ran-
dom;

– DEP-RIM (random individual mutation): a
mutant individual is randomly selected from
the current population;

– DEP-PR (path relinking): a mutant is gener-
ated by means of a path relinking procedure
between two randomly selected population in-
dividuals.

Regarding DEP-PR, the general path relinking
procedure [11] for two permutations π1 and π2

works by: (i) obtaining the sequence of moves that
allows to transform π1 in π2, (ii) select a prefix of
this sequence, and (iii) apply the prefix sequence
to π1 in order to obtain a new permutation ν some-
how in the middle between π1 and π2. Actually, in
DEP-PR we have chosen the swaps between ad-
jacent permutation elements as moves, thus the
adopted path relinking operator reduces to a spec-
ification of the differential mutation definition, i.e.,

νi = πr1 ◦
(
F ·
(
π−1
r1 ◦ πr2

))
(11)

where, analogously to equation (6), r1, r2 ∈
[1, NP ] are two randomly chosen population in-

dexes different between them and with respect to
i. Also in this case the parameter F ∈ (0, 1] has
been self-adapted as described in Section 5.2.

The experimental investigation has been con-
ducted by randomly generating 20 PFSP instances
for each problem configuration with n ∈ {50, 100}
and m ∈ {5, 10, 20}. Following the same argu-
mentation used in Section 6.1, the proposed DEP
scheme with the original differential mutation op-
erator (from now on indicated with DEP-DM) and
the three described variants have been run once
for every instance. Then, the obtained relative per-
centage deviations have been averaged for every
problem configuration considered. These ARPD
values are reported on Tables 6 and 7 respectively
for PFSP-TFT and PFSP-Makespan. The best
ARPDs for each instance are indicated in bold.

Table 6

Mutation Operators Comparison on PFSP-TFT

n×m DEP-DM DEP-CRM DEP-RIM DEP-PR

50 × 5 0.00 1.01 0.51 0.09

50 × 10 0.00 1.79 1.11 0.44

50 × 20 0.00 1.30 1.02 0.41

100 × 5 0.00 1.25 0.81 0.23

100 × 10 0.00 2.17 1.33 0.66

100 × 20 0.00 2.73 1.58 1.09

Table 7

Mutation Operators Comparison on PFSP-Makespan

n×m DEP-DM DEP-CRM DEP-RIM DEP-PR

50 × 5 0.00 0.00 0.00 0.00

50 × 10 0.00 0.28 0.14 0.09

50 × 20 0.00 0.88 0.54 0.21

100 × 5 0.00 0.02 0.00 0.00

100 × 10 0.00 0.53 0.15 0.04

100 × 20 0.00 2.94 0.81 0.59

Table 6 clearly shows that DEP-DM has ob-
tained the best final TFT value in every single run
of every problem configuration considered. Table
7 confirms that the same is true also for PFSP-
Makespan. However, for the makespan objective:
on the 5 machines problems almost all the execu-
tions of every mutation variant reach the same fi-
nal makespan value, and DEP-PR obtained close
results with respect to DEP-DM on the 100 × 10
configuration, though heavily degrading its perfor-
mances on the 100×20 configuration, thus indicat-
ing that the trend observed in Section 6.3 (where
DEP looks to be more performant on the 20 ma-
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chines problems) is probably due to the differential
mutation operator.

Summarizing, the general trend shown by the
experimental results provided in Tables 6 and 7
is that the four mutation variants of DEP can be
ranked with a strong order of preference: 1-st DEP-
DM, 2-nd DEP-PR, 3-rd DEP-RIM, 4-th DEP-
CRM.

A plausible explanation of this results is pro-
vided in the following. The poor results ob-
tained by DEP-CRM clearly show that the cho-
sen crossover operator, though purposely designed
for permutation flowshop problems, is not able to
reach good performances by itself because it is not
enough “exploitative”. Conversely, an exploitative
behavior is found in DEP-RIM where a mutant
is generated by random selection from the cur-
rent (thus, evolved) population. However, though
DEP-RIM improves DEP-CRM performances, the
random individual mutation greatly increases the
probability of performing a crossover between two
equal genotypes, thus it strongly accelerates the
loss of population diversity during the evolution.
This premature convergence is mitigated in DEP-
PR and DEP-DM that both exploit the current
population to generate a mutant individual ν with
the additional property that ν is (possibly) not
contained in the population. However, the path re-
linking of DEP-PR constrains ν to be in the union
of the metric intervals of every couple of popula-
tion individuals

ν ∈
⋃

1≤i,j≤NP

[πi, πj ]K

where [πi, πj ]K is the metric interval defined in
equation (7). Conversely, it is easy to see that
the differential mutation of DEP-DM has not such
a restriction. Therefore, by also considering that
DEP-DM outperforms the other mutation variants
of DEP, the differential mutation operator intro-
duced in this work seems to have a very good
trade-off between exploration and exploitation.

6.5. Execution Times

For every algorithm considered in our experi-
mental session we have registered the average CPU
time over 10 executions spent to perform the num-
ber of allowed fitness evaluations (see Table 1) on
the first instance of every n×m problem configu-

ration. All the executions were performed on a ma-

chine equipped with Intel Core i7-970 (6 cores and

3.2 GHz), 16 GBytes of main memory, and Linux

Mint 16. Furthermore, while for DEP and IG we

have used our implementations, the source code of

GM-EDA, HGM-EDA, AGA and VNS4 have been

obtained from the additional material of [6].

Tables 8 and 9 show the average execution times

in seconds, respectively for PFSP-TFT and PFSP-

Makespan. In order to discuss these results, it is

worthwhile to note that the local search methods

for PFSP can exploit a speed-up procedure in the

fitness computation that allows to drastically de-

crease their execution times [16,25]. Therefore, the

speed-up technique greatly improves the results of

VNS4, IG and AGA. Unfortunately, this proce-

dure is not easily exploitable in the other popula-

tion based algorithms considered. Indeed, on the

TFT criterion, the two local search based methods

VNS4 and AGA are, on average, about ten times

faster than DEP. Also on the makespan criterion,

IG is, on average, about seven times faster than

DEP. Nevertheless, DEP looks to be faster than

the other population based schemes, i.e., GM-EDA

and HGM-EDA, both on PFSP-TFT and PFSP-

Makespan.

Table 8

Execution Times on PFSP-TFT

n×m AGA VNS4 GM-EDA HGM-EDA DEP

20 × 5 57 43 526 88 132

20 × 10 117 76 693 215 229

20 × 20 236 186 856 557 354

50 × 5 149 102 1444 237 608

50 × 10 263 236 2398 597 1016

50 × 20 563 484 2856 1577 1345

100 × 5 307 230 5279 1038 1563

100 × 10 535 446 8083 2506 2467

100 × 20 1132 950 7518 3403 3133

200 × 10 830 919 18788 11675 4180

200 × 20 1718 1865 20205 14131 13727

500 × 20 5099 4377 195076 106429 70506

AVG 917 826 21977 11871 8272
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Table 9

Execution Times on PFSP-Makespan

n×m IG GM-EDA HGM-EDA DEP

20 × 5 39 489 123 167

20 × 10 112 671 248 234

20 × 20 210 907 612 379

50 × 5 88 2348 421 1204

50 × 10 209 3007 586 951

50 × 20 440 3173 1512 1330

100 × 5 200 8912 6012 5005

100 × 10 392 11265 3829 3318

100 × 20 876 7710 3705 3119

200 × 10 822 46069 31675 24502

200 × 20 1829 20205 16131 12650

500 × 20 3910 101496 46429 16859

AVG 761 17178 9274 5810

7. Conclusions and Future Works

In this work, a new discrete Differential Evolu-
tion algorithm for Permutation spaces (DEP) has
been proposed. The main contribution is the differ-
ential mutation operator which is defined by means
of a randomized bubble sort algorithm and brings
the most important properties of classical DE to
the permutations space. Moreover, a randomly bi-
ased selection operator that allows to improve the
population diversity in order to mitigate the super-
individual effect has been proposed.

Experiments were held on the permutation flow-
shop scheduling problem (PFSP), both for the to-
tal flowtime (TFT) and makespan criteria. The ex-
perimental results on PFSP-TFT show that DEP
is on average more effective than the other state-of-
the-art algorithms and, in 45 cases, the best known
solutions reported in [6] were improved. Also the
experiments on PFSP-Makespan show very effec-
tive results for DEP and give the indication that
DEP performances degrade when the landscape
neutrality increases. However, regarding the com-
putational time required, though DEP is faster
than some other population based competitors,
further research is needed in order to introduce
in DEP the fitness speed-up techniques commonly
used in the local search based algorithms.

Further experimentations specifically for the
TFT criterion have been also presented in [34,36],
while preliminary results for multi-objective vari-
ants of PFSP are proposed in [2]. Other promising
lines of research for further improvements will fo-
cus on the the application of the DEP algorithm
to other permutation-based problems (like TSP,

QAP, LOP, etc.) and a deeper investigation of
DEP performances in relation with the problem
landscape properties. Preliminary results in this
direction for the Linear Ordering Problem have
been proposed in [35,3]. Finally, we are also plan-
ning to implement the discrete differential muta-
tion using generic transpositions and insertions as
generating sets.
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Table 4

Experimental Results for Total Flowtime Criterion

Instance Best TFT AGA VNS4 GM-EDA HGM-EDA DEP Instance Best TFT AGA VNS4 GM-EDA HGM-EDA DEP

20 × 5 14033 0.00 0.00 0.18 0.00 0.00 100 × 5 •253605 0.29 1.25 0.87 0.23 0.05

15151 0.00 0.00 0.48 0.00 0.00 •242579 0.30 1.80 1.08 0.35 0.05

13301 0.00 0.00 0.50 0.00 0.00 •238075 0.22 1.49 0.85 0.26 0.07

15447 0.00 0.00 0.43 0.00 0.00 227889 0.17 1.29 0.78 0.20 0.06

13529 0.00 0.00 0.21 0.00 0.00 240589 0.21 1.29 0.80 0.23 0.02

13123 0.00 0.00 0.08 0.00 0.00 •232689 0.32 1.52 0.90 0.28 0.06

13548 0.00 0.00 0.79 0.00 0.00 240669 0.15 1.34 1.00 0.34 0.25

13948 0.00 0.00 0.18 0.00 0.00 •231064 0.29 1.79 1.06 0.35 0.07

14295 0.00 0.00 0.18 0.00 0.00 •248039 0.40 1.66 1.05 0.38 0.09

12943 0.00 0.00 0.46 0.00 0.00 •243258 0.19 1.44 1.00 0.28 0.07

Avg Rank 2.5 2.5 5 2.5 2.5 Avg Rank 2.2 5 4 2.7 1.1

20 × 10 20911 0.00 0.00 0.45 0.00 0.00 100 × 10 •299101 0.43 1.63 1.80 0.44 0.16

22440 0.00 0.00 0.54 0.00 0.00 •274566 0.60 1.58 2.08 0.69 0.28

19833 0.00 0.00 0.31 0.00 0.00 •288543 0.37 1.57 1.74 0.38 0.18

18710 0.00 0.00 0.75 0.00 0.00 •301552 0.50 1.79 2.08 0.53 0.18

18641 0.00 0.00 0.35 0.00 0.00 •284722 0.61 1.64 1.95 0.54 0.22

19245 0.00 0.00 0.77 0.00 0.00 •270483 0.42 1.76 1.83 0.45 0.19

18363 0.00 0.00 0.47 0.00 0.00 •280257 0.37 1.58 1.65 0.40 0.25

20241 0.00 0.00 0.47 0.00 0.00 •291231 0.49 1.77 2.03 0.61 0.27

20330 0.00 0.00 0.27 0.00 0.00 302624 0.36 1.46 1.76 0.41 0.20

21320 0.00 0.00 0.24 0.00 0.00 •291705 0.48 1.84 1.68 0.50 0.06

Avg Rank 2.5 2.5 5 2.5 2.5 Avg Rank 2.1 4.1 4.9 2.9 1

20 × 20 33623 0.00 0.00 0.65 0.00 0.00 100 × 20 •366438 0.80 1.70 2.26 0.67 0.37

31587 0.00 0.00 0.28 0.00 0.00 •373138 0.55 1.43 2.04 0.58 0.25

33920 0.00 0.00 0.04 0.00 0.00 371417 0.47 1.31 1.93 0.36 0.21

31661 0.00 0.00 0.28 0.00 0.00 •373574 0.60 1.36 1.92 0.45 0.26

34557 0.00 0.00 0.26 0.00 0.00 •369903 0.57 1.35 1.92 0.47 0.19

32564 0.00 0.00 0.30 0.00 0.00 •372752 0.51 1.46 2.17 0.42 0.30

32922 0.00 0.00 0.61 0.00 0.00 •373447 0.70 1.82 2.19 0.63 0.33

32412 0.00 0.00 0.52 0.00 0.00 385456 0.46 1.41 1.96 0.43 0.20

33600 0.00 0.00 0.56 0.00 0.00 •375352 0.62 1.52 2.01 0.52 0.41

32262 0.00 0.00 0.41 0.00 0.00 379899 0.48 1.29 2.05 0.49 0.46

Avg Rank 2.5 2.5 5 2.5 2.5 Avg Rank 2.8 4 5 2.2 1

50 × 5 64803 0.05 0.78 0.79 0.12 0.05 200 × 10 1047662 0.48 1.25 1.19 0.17 0.21

68062 0.06 0.88 0.94 0.12 0.08 •1035783 0.94 1.54 1.49 0.32 0.15

63162 0.19 1.21 1.34 0.38 0.21 •1045706 0.66 1.62 1.30 0.32 0.15

68226 0.17 1.12 1.27 0.22 0.13 •1029580 0.77 1.65 1.38 0.45 0.12

69392 0.09 0.87 0.89 0.15 0.09 •1036464 0.68 1.35 1.37 0.19 0.13

66841 0.10 0.80 0.82 0.18 0.04 1006650 0.50 1.36 1.39 0.19 0.23

66258 0.03 0.74 0.95 0.07 0.02 •1052786 0.95 1.66 1.23 0.24 0.10

64359 0.05 0.89 0.97 0.23 0.05 •1044961 0.62 1.51 1.39 0.25 0.11

62981 0.09 0.83 0.81 0.14 0.05 •1023315 0.81 1.61 1.29 0.28 0.24
•68843 0.15 1.13 1.01 0.29 0.10 •1029198 0.97 1.87 1.48 0.39 0.25

Avg Rank 1.6 4.2 4.8 3 1.4 Avg Rank 3 4.8 4.2 1.8 1.2

50 × 10 •87204 0.33 1.12 2.11 0.39 0.18 200 × 20 •1225817 0.72 1.44 1.68 0.34 0.16

82820 0.22 1.09 2.45 0.60 0.30 •1239246 1.07 1.67 1.66 0.54 0.21

79987 0.23 1.07 1.84 0.36 0.22 •1263134 1.08 1.65 1.57 0.48 0.26
•86545 0.21 0.94 1.87 0.36 0.16 •1233443 1.25 1.84 1.73 0.58 0.24

86450 0.14 0.90 2.02 0.38 0.25 •1220117 1.12 1.79 1.93 0.53 0.17

86637 0.13 0.77 1.55 0.29 0.11 •1223238 1.17 1.69 1.69 0.46 0.19

88866 0.25 0.89 1.97 0.48 0.42 •1237116 1.03 1.65 1.66 0.64 0.15
•86820 0.19 0.95 2.04 0.36 0.01 •1238975 1.25 1.72 1.72 0.51 0.19

85526 0.29 1.11 2.10 0.42 0.28 •1225186 1.44 1.91 1.80 0.59 0.14

88077 0.09 0.76 2.00 0.45 0.42 •1244200 1.16 1.62 1.68 0.52 0.11

Avg Rank 1.6 4 5 3 1.4 Avg Rank 3 4.5 4.5 2 1

50 × 20 125831 0.10 0.65 1.76 0.39 0.14 500 × 20 6708053 0.11 0.35 8.90 2.02 1.00

119259 0.04 0.51 1.58 0.22 0.06 6829668 0.25 0.38 8.58 1.94 0.66

116459 0.19 0.73 2.24 0.44 0.28 6747387 0.24 0.41 8.46 2.04 1.07

120712 0.22 0.61 1.92 0.34 0.34 6787054 0.26 0.45 8.75 1.89 0.84

118184 0.40 0.86 2.30 0.52 0.39 6755257 0.39 0.41 8.72 1.92 0.74

120703 0.19 0.62 1.78 0.35 0.16 6751496 0.19 0.42 8.58 2.13 0.32

122962 0.38 0.71 2.10 0.47 0.36 6708860 0.27 0.45 9.15 2.05 0.93

122489 0.16 0.75 2.24 0.55 0.14 6769821 0.31 0.58 8.62 2.09 0.73

121872 0.16 0.76 1.79 0.37 0.12 6720474 0.15 0.46 8.69 1.91 0.96

124064 0.23 0.90 1.95 0.42 0.29 6767645 0.19 0.44 8.51 2.00 0.86

Avg Rank 1.5 4 5 3 1.5 Avg Rank 1 2.1 5 4 2.9
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Table 5

Experimental Results for Makespan Criterion

Instance Best Ms. IG GM-EDA HGM-EDA DEP Instance Best Ms. IG GM-EDA HGM-EDA DEP

20 × 5 1278 0.00 0.00 0.00 0.00 100 × 5 5493 0.00 0.04 0.00 0.00

1359 0.00 0.07 0.00 0.00 5268 0.13 0.32 0.00 0.13

1081 0.00 0.37 0.00 0.00 5175 0.00 0.25 0.00 0.00

1293 0.00 0.15 0.00 0.00 5014 0.08 0.24 0.00 0.06

1235 0.00 0.08 0.00 0.00 5250 0.00 0.10 0.00 0.00

1195 0.00 1.09 0.00 0.00 5135 0.00 0.19 0.00 0.00

1234 0.31 1.38 0.24 0.41 5246 0.00 0.23 0.00 0.00

1206 0.00 0.17 0.00 0.00 5094 0.01 0.22 0.00 0.00

1230 0.00 0.57 0.00 0.00 5448 0.00 0.46 0.00 0.00

1108 0.00 0.00 0.00 0.00 5322 0.06 0.30 0.00 0.04

Avg Rank 2.1 3.7 2 2.2 Avg Rank 2.45 4 1.6 1.95

20 × 10 1582 0.00 0.51 0.00 0.00 100 × 10 5770 0.19 0.78 0.00 0.10

1659 0.00 0.66 0.00 0.00 5349 0.30 0.71 0.06 0.24

1496 0.00 1.14 0.00 0.00 5676 0.22 0.07 0.04 0.05

1377 0.00 1.02 0.00 0.00 5781 1.05 1.16 0.24 0.66

1419 0.00 0.49 0.00 0.00 5467 0.91 0.77 0.29 0.52

1397 0.00 0.50 0.00 0.00 5308 0.12 0.32 0.00 0.00

1484 0.00 0.27 0.00 0.00 5596 0.30 0.79 0.04 0.12

1538 0.26 0.91 0.07 0.00 5623 0.54 0.92 0.23 0.48

1593 0.00 1.13 0.00 0.00 5875 0.74 0.87 0.00 0.48

1591 0.09 1.01 0.00 0.00 5848 0.91 0.75 0.00 0.54

Avg Rank 2.2 4 1.95 1.85 Avg Rank 3.3 3.7 1.05 1.95

20 × 20 2297 0.02 18.94 0.00 0.00 100 × 20 6245 2.18 2.50 0.58 0.06

2099 0.00 35.59 0.00 0.00 6210 2.34 1.84 0.66 0.13

2326 0.09 12.98 0.00 0.00 6303 2.04 1.87 0.44 0.07

2223 0.00 24.52 0.00 0.00 6291 1.60 1.54 0.48 0.23

2291 0.12 25.01 0.04 0.00 6362 1.82 2.12 0.36 0.05

2226 0.09 27.27 0.00 0.00 6423 1.85 1.59 0.48 0.02

2273 0.00 20.37 0.00 0.00 6298 2.39 1.73 0.54 0.10

2200 0.15 22.82 0.00 0.00 6423 2.76 2.52 0.97 0.15

2237 0.00 14.48 0.00 0.00 6292 2.52 2.10 0.81 0.17

2178 0.08 27.73 0.00 0.00 6476 1.47 1.64 0.36 0.06

Avg Rank 2.6 4 1.75 1.65 Avg Rank 3.7 3.3 2 1

50 × 5 2724 0.00 0.29 0.00 0.00 200 × 10 10872 0.16 0.33 0.00 0.31

2834 0.10 0.42 0.00 0.00 10493 0.47 0.45 0.03 0.79

2621 0.00 0.27 0.00 0.00 10922 0.38 0.81 0.00 0.68

2751 0.00 0.62 0.00 0.00 10889 1.17 0.26 0.01 0.20

2863 0.00 0.03 0.00 0.00 10527 0.14 0.09 0.00 0.15

2829 0.00 0.14 0.00 0.00 10330 0.35 0.51 0.01 0.45

2725 0.00 0.40 0.00 0.00 10857 0.27 0.52 0.00 0.47

2683 0.00 0.71 0.00 0.00 10731 0.26 0.62 0.02 0.61

2552 0.16 0.35 0.00 0.06 10438 0.26 0.37 0.03 0.27

2782 0.00 0.00 0.00 0.00 10676 0.49 0.52 0.02 0.51

Avg Rank 2.25 3.85 1.9 2 Avg Rank 2.4 3.5 1 3.1

50 × 10 3025 0.46 1.22 0.00 0.00 200 × 20 11243 1.98 1.46 0.56 0.24

2877 1.47 1.81 0.45 0.33 11269 2.71 1.59 0.40 0.09

2852 0.91 1.54 0.42 0.32 11397 1.72 1.32 0.30 0.02

3063 0.42 0.85 0.00 0.00 11345 2.22 1.33 0.31 0.04

2979 1.31 1.54 0.57 0.88 11293 1.71 1.37 0.28 0.10

3006 0.91 1.73 0.03 0.00 11234 1.90 1.43 0.57 0.11

3098 0.88 2.07 0.26 0.38 11424 1.58 1.16 0.23 0.04

3038 0.34 0.79 0.10 0.20 11402 2.06 1.11 0.29 0.13

2900 0.59 1.14 0.07 0.06 11241 2.35 1.61 0.70 0.23

3078 1.66 1.40 0.16 0.00 11339 2.21 1.19 0.35 0.04

Avg Rank 3.1 3.9 1.6 1.4 Avg Rank 2 4 3 1

50 × 20 3870 1.19 2.14 0.49 0.59 500 × 20 26182 1.15 3.38 0.23 0.02

3711 1.96 3.18 0.27 0.08 26716 0.83 2.77 0.18 0.05

3658 2.09 3.03 0.55 0.10 26494 0.83 3.71 0.31 0.10

3739 1.14 2.09 0.43 0.12 26558 1.12 3.19 0.15 0.12

3625 1.75 1.93 0.39 0.40 26379 0.93 2.30 0.28 0.04

3698 1.47 2.54 0.32 0.27 26581 0.78 2.99 0.12 0.01

3720 1.60 2.23 0.30 0.15 26424 0.77 3.17 0.45 0.21

3712 2.11 2.45 0.43 0.22 26646 0.89 2.64 0.33 0.00

3754 1.45 2.21 0.51 0.37 26123 1.01 3.08 0.28 0.11

3768 1.65 2.65 0.40 0.07 26551 0.88 3.14 0.21 0.06

Avg Rank 3 4 1.8 1.2 Avg Rank 3 4 2 1


